UNIVERZITET U NISU
MASINSKI FAKULTET U NISU

Aleksandar G. Stankovié¢

RAZVOJ MODELA ZA OPTIMALNO
PLANIRANJE I RASPOREDIVANJE
RESURSA U MALIM I SREDNJIM
PREDUZECIMA U USLOVIMA
NEIZVESNOSTI

DOKTORSKA DISERTACIJA

Nis, 2025.






UNIVERZITET U NISU
MASINSKI FAKULTET U NISU

Aleksandar G. Stankovié

RAZVOJ MODELA ZA OPTIMALNO
PLANIRANJE I RASPOREDIVANJE
RESURSA U MALIM I SREDNJIM
PREDUZECIMA U USLOVIMA
NEIZVESNOSTI

DOKTORSKA DISERTACIJA

Tekst ove doktorske disertacije stavlja se na uvid javnosti,
u skladu sa ¢lanom 30., stav 8. Zakona o visokom obrazovanju
(,,S1. Glasnik RS”’, br. 76/2005, 100/207 — autenti¢no tumacenje, 97/2008, 44/2010,
93/2012, 89/2013 1 99/2014)

NAPOMENA O AUTORSKIM PRAVIMA:

Ovaj tekst smatra se rukopisom i samo se saopstava javnosti (€lan 7. Zakona o autorskim
i srodnim pravima, ,,SL. Glasnik RS”’, br. 104/2009, 99/2011 1 119/2012).

Nijedan deo ove doktorske disertacije ne sme se koristiti ni u kakve svrhe, osim za
upoznavanje sa njenim sadrZajem pre odbrane disertacije.

Nis, 2025.






UNIVERSITY OF NIS

FACULTY OF MECHANICAL ENGINEERING IN |
NIS

Aleksandar G. Stankovié

DEVELOPMENT OF MODELS FOR
OPTIMAL RESOURCE PLANNING AND
SCHEDULING IN SMALL AND MEDIUM-
SIZED ENTERPRISES UNDER CONDITIONS
OF UNCERTAINTY

DOCTORAL DISSERTATION

Nis, 2025.






Mentor:

Naslov:

Rezime:

Naucna oblast:

Naucna
disciplina:

Kljucne reci:

UDK:

CERIF
klasifikacija:

Tip licence
Kreativne
zajednice:

Podaci o doktorskoj disertaciji

dr Goran Petrovi¢, redovni profesor
Univerzitet u NiSu, Masinski fakultet u Nisu

Razvoj modela za optimalno planiranje i rasporedivanje resursa u malim
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Proizvodne kompanije, pre svega MSP, suoCavaju se sa razliCitim izazovima u
industriji danas, ukljucujuci promene u raznovrsnosti proizvoda i obimu proizvodnje.
Da bi se uspeSno suprotstavile ovim izazovima, kompanije moraju da primene
fleksibilnije i brze pristupe. Kako trziste stalno napreduje, kompanije moraju da budu
visoko konkurentne da bi opstale. Predmet nauc¢nog istrazivanja u doktorskoj
disertaciji jeste razvoj modela za optimalno planiranje i rasporedivanje resusa u MSP
preduzecima u uslovima neizvesnosti. Jedan od klju¢nih pravaca istrazivanja bice
identifikacija problema i izazova sa kojima se MSP u Republici Srbiji suocavaju u
procesu upravljanja resursima. Drugi pravac istrazivanja odnosi se na proucavanje i
selekciju metoda neophodnih za koncipiranje i razvoj optimizacionog modela.
Posebna paznja bi¢e posvecena optimizacionim metodama i njihovoj integraciji sa
alatima teorije verovatnoce, fazi logike i modela masinskog ucenja. Treci i Cetvrti
pravac istrazivanja bice razvoj samog racunarskog modela i hibridnog pristupa koji
ima za cilj implamentaciju viSe naucnih pristupa u jedan sistem planiranja, koji ¢e
omoguciti definisanje optimalnog programa proizvodnje u vidu termin plana i
rasporeda koriS¢enja resursa. Peti pravac istrazivanja je razvoj softverske aplikacije
koja omogucava da se slozeni algoritmi i matematic¢ki modeli pretoce u intuitivne,
korisni¢ki pristupacne interfejse koji omogucavaju menadzerima i planerima
proizvodnje da lako unose podatke, pokre¢u optimizacione procese i analiziraju
rezultate bez potrebe za dubokim tehnickim znanjem.

Transportno — tehnoloske nauke

Transportna tehnika i logistika

Planiranje i rasporedivanje resursa, razvoj modela i optimizacija proizvodnog
procesa, podrska malim i srednjim preduzec¢ima u Republici Srbiji, veStacka
inteligencija, fazi logika, teorija verovatnoce i uslovi neizvesnosti.
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Manufacturing companies, particularly small and SMEs, are currently facing a range
of challenges in the industry, including shifts in product variety and production volume.
In order to effectively respond to these challenges, companies must adopt more flexible
and faster approaches. As the market continues to evolve, maintaining a high level of
competitiveness is essential for survival. The subject of the scientific research in this
doctoral dissertation is the development of a model for optimal planning and
scheduling of resources in SMEs under conditions of uncertainty. One of the key
research directions involves identifying the problems and challenges that SMEs in the
Republic of Serbia face in the process of resource management. Another research
direction focuses on examining and selecting the methods necessary for the design and
development of the optimization model. Special attention will be given to optimization
techniques and their integration with tools from probability theory, fuzzy logic, and
machine learning models. The third and fourth research directions concern the
development of the computational model itself and a hybrid approach that aims to
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Poglavlje

UVODNA RAZMATRANJA, PREDMET I ISTRAZIVACKI CILJEVI

Uvodna razmatranja doktorske disertacije imaju za cilj da ukaZzu na znacaj optimalnog
planiranja i1 rasporedivanja resursa u malim i srednjim preduzec¢ima (MSP), posebno u
uslovima dana$njeg kompleksnog i promenljivog okruZenja. Razvoj racunarskog modela,
koji bi omogucio optimalno planiranje resursa, ima klju¢nu ulogu u obezbedivanju odrzivog
poslovanja i ostvarivanju konkurentske prednosti na trziStu. Medutim, razvoj takvog modela
u MSP, narocito u uslovima uticaja razli¢itih faktora slu¢ajnog karaktera, predstavlja slozen
zadatak 1 veliki izazov. Polazna osnova za razvoj modela za optimalno planiranje i
rasporedivanje resursa u MSP u uslovima neizvesnosti trebalo bi da bude razmatranje
relevantnih teorija, postoje¢ih modela i metodologija u razmatranoj oblasti. U dana$njem
konkurentnom okruZenju, optimalno planiranje resursa je klju¢ni aspekt svakog poslovanja i
od sustinskog je znacaja za opstanak MSP na trzistu. Tokom proteklih nekoliko godina, MSP
su postala predmet opseznog istrazivanja sa fokusom na probleme upravljanja resursima.
MSP po svojoj prirodi, imaju ograni¢enu veli¢inu i obim u poredenju sa velikim
korporacijama. Specificni kriterijumi za klasifikaciju preduzeéa kao MSP mogu se
razlikovati od drzave do drZave, ali obi¢no ukljucuju faktore kao Sto su broj zaposlenih,

godi$nji prihodi 1 ukupna imovina. MSP se generalno mogu podeliti na mikro, mala 1 srednja
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preduzeca na osnovu njihove veli¢ine 1 ekonomskog uticaja (Figar, N., 2007). Ono S§to je jako
bitno ista¢i da ova preduzeca igraju klju¢nu ulogu u podsticanju ekonomske stabilnosti i
uzjamnog rasta od ¢ega na kraju imaju koristi i potroSaci i Sira ekonomija. Primarni cilj ovog
istrazivanja je unapredenje polozaja MSP, jacanje ekonomije malih proizvodaca i usluge
prilagodene potrebama kupaca 1 krajnjih korisnika. U ovom kontekstu, proces planiranja je
dobio znacajnu paznju jer je kriticna komponenta za uspeh MSP. Optimalan proces planiranja
moze pomo¢i MSP da optimizuju svoje resurse i donose pravovremene odluke pod neizvesnim
uslovima, omogucéavajuéi im na taj nacin da ”prezive” i napreduju na trzistu (Menne, 2022).

MSP su klju¢ni oslonci 1 pokretaci razvoja svake privrede, ali su istovremeno i
najizloZenija grupacija koja je podloZzna rizicima u poslovanju. Njihova ograni€ena, finansijska
sredstva, ljudski resursi i tehnoloska infrastruktura ¢ine ih posebno osetljivim na neizvesnosti
koje vladaju na trziStu. Zbog toga je razvijanje racunarskih modela za optimalno planiranje i
rasporedivanje resursa, u uslovima neizvesnosti dogadaja koji vladaju u MSP, posebno
znacajno. Prema podacima (Republickog zavoda za statistiku, 2023) u Srbiji trenutno posluje
391.681 poslovni subjekt (mikro, mala, srednja preduzeca i preduzetnici) ili priblizno 103.375
MSP, od kojih 21,4% pripada proizvodnom sektoru. MSP su od sustinskog znacaja za privredu,
obezbedujuéi preko 65% zaposlenosti ¢cime dobrinose 55% bruto domaceg proizvoda. MSP se
suoCavaju sa izazovima kao S§to su neefikasno upravljanje resursima, primena metoda
zasnovanih na iskustvu radnika u upravljanju proizvodnjom 1 visoki operativni troSkovi, $to
ogranicava njihovu konkurentnost na lokalnom i1 globalnom trzistu. Kako bi se pruzila podrska
MSP za odrzivi rast, predlaZze se razvoj racunarskog modela zasnovanog na vestackoj
inteligenciji za planiranje i rasporedivanje resursa u MSP S§to predstavlja kljunu oblast
istrazivanja u doktorskoj disertaciji.

Planiranje 1 rasporedivanje resursa u proizvodnim preduze¢ima obuhvata skup procesa
1 aktivnosti koji se koriste za postizanje optimalnih ciljeva proizvodnje, ukljucujuci
optimizaciju koriS¢enjih resursa (kao Sto su ljudski resursi, masSine, materijali i vreme). Kljucne
aktivnosti ovih procesa su:

¢ Planiranje proizvodnje: obuhvata proces u kome je potrebno definisati Sta i koliko treba
proizvesti, Sto je direktno povezano sa analizom potraznje i koli¢inom potrebnih
resursa,
e Rasporedivanje resusa: predstavlja jedan od kljucnih procesa optimizacije Cija je
osnovna uloga dodeljivanje 1 raspored dostupnih resursa za razliCite proizvodne

aktivnosti (rasporedivanje radnih zadataka, radne snage, masine,...),
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e Optimizacija procesa proizvodnje: ima za cilj da obezbedi optimalan plan i1 redosled
radnih zadataka kako bi se postigna maksimalna produktivnost proizvodnje, smanjili
troSkovi 1 sve ukupno povecala efikasnost procesa,

e Upravljanje zalihama: predstavlja aktivnost koja ima za cilj oda obezbedi potrebnu
kolic¢inu zaliha (sirovina) kako bi proces proizvodnje mogao nesmetano da se obavlja,
na taj nacin preventivno se deluje i1 spre¢avaju se iznenadni zastoji u proizvodnji kao i
nezeljeni (neplanirani) troskovi,

e Kontrola kvaliteta: prvenstveno ima zadatak da prati stanje i odrzavanje standarda
kvaliteta proizvoda tokom proizvodnog procesa kako bi se osiguralo zadovoljstvo

kupaca.

Planiranje i rasporedivanje resursa su kljuéni pojmovi za efikasno funkcionisanje
proizvodnog preduzeca, jer pomazu u minimiziranju troSkova, maksimiziranju
produktivnosti i osiguranju da se proizvodni ciljevi ispunjavaju na vreme. U naucnoj literaturi
ovaj pojam poznat je pod engleskim nazivom Planning and Scheduling Resource. Za potpuno
razumevanje samog termina planiranje i rasporedivanje resursa neophodno je razmatranje
radova jednog od najznacajnijih autora iz ove oblasti profesora Majkla Pineda'. Prema ovom
autoru proces planiranja i rasporedivanja resursa obuhvata proces odredivanja, kako efikasno
rasporediti 1 koristiti resurse kako bi se postigli odredeni ciljevi projekta ili proizvodnje
(Pinedo, 1995). To ukljucuje postavljanje ciljeva, definisanje zadataka, procenu potreba za
resursima 1 utvrdivanje vremenskih rokova. Rasporedivanje resursa je dodeljivanje odredenih
pocetnih 1 zavr$nih vremena, zadacima ili aktivnostima unutar proizvodnog procesa (Pinedo,
2005). Optimizacija raspodele resursa obuhvata sve resurse, kao $to su maSine, radnici ili
oprema, kako bi se obezbedilo da zadaci budu zavrSeni na najefikasniji i najbrzi nacin. Kako
Pinedo u svojoj knjizi (Pinedo, 2008) navodi, resursi se mogu odnositi na bilo koje ograni¢ene
resurse ili elemente potrebne za zavrSetak zadataka ili aktivnosti. Treba napomenuti da
planiranje 1 rasporedivanje prezentuje jedan nerazdvojivi pojam 1 klju¢ni je aspekt koji se
fokusira na prilagodavanje i upotrebu resursa radi maksimizacije efikasnosti uz postovanje
ogranicenja i ciljeva projekta (Pinedo, 2002).

Cilj je pronaci najbolji moguci raspored koji minimizira usko grlo resursa i obezbeduje
nesmetano izvrSenje projekta. Planiranje i rasporedivanje resursa su najznacajnije aktivnosti u
upravljanju proizvodnjom, veliki broj istaknutih autora kao $to (Pinedo, 1995), (Baker, 1974),

(Morton 1 Pentico 1993), (Alharkan, 2005) napominju vaznost ovog problema u proizvodnji,

! Michael Pinedo - New York University Leonard N. Stern School of Business
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navodeci da se ona prozima od ekonomskih aktivnosti, pa sve do tehnickih aktivnosti ¢ineci
jednu neodvojivu celinu.

Postoji veliki broj razli¢itih definicija procesa planiranja i rasporedivanja resursa. U
daljem tekstu date su neke od najznacajnijih:

,, Bruker definise problem planiranja kao proces uspostavljanja strateskog okvira za
projekat ili proizvodni proces, ukljucujuci definisanje ciljeva, ogranicenja i politiku na visokom
nivou. Bruker definise problem rasporedivanja kao proces odredivanja tacnog vremena i
redosleda izvodenja zadataka ili poslova, obicno u kontekstu proizvodnje ili projekata.” (Bruker,
2007);

,, Pinedo sagledava problem planiranja kao uspostavljanje opsteg strateSkog pristupa
rasporedivanju resursa i redosledu zadataka kako bi se efikasno postigli ciljevi projekta ili
proizvodnje. Pinedo definise rasporedivanje kao "dodelu resursa tokom vremena radi
obavljanja kolekcije zadataka podloznih ogranicenjima i ciljevima." (Pinedo, 2001);

,, PIRR su oblici donosenja odluke koji igraju kljucnu ulogu u proizvodnji. U trenutnom
konkurentnom okruzenju, efikasno odredivanje redosleda postalo je neophodno za opstanak
na trzistu. Kompanije moraju da ispune rokove i isporuke koji su posveceni kupcima, jer
neuspeh u tome moze dovesti do znacajnog gubitka. Preduzeéa takode moraju da planiraju
aktivnosti na takav nacin da na efikasan nacin koriste raspoloZive resurse.” (Alharkan, 2005);

., Raspored je proces organizovanja i odabira vremena korisc¢enja resursa za obavljanje
svih aktivnosti neophodnih za proizvodnju rasporeda, Zeljene rezultate u zeljeno vreme, uz
zadovoljavanje velikog broja vremenskih odnosa i ogranicenja izmedu aktivnosti i resursa.”
(Morton i Pentiko, 1993);

., Planiranje je proces uspostaviljanja niza akcija kako bi se postigli identifikovani
ciljevi uz dostupne resurse. Planiranje ukljucuje odredivanje sta treba da se uradi i kako to
moze da se postigne sa resursima koji su na raspolaganju. Rasporedivanje je proces
odredivanja vremena za aktivnosti u planu. Ovde se radi o utvrdivanju kada odredeni zadaci
ili aktivnosti treba da se obave kako bi se osiguralo efikasno izvrsenje celokupnog plana."
(Jonassen, 2000);

Lewis, u knjizi "Planiranje, rasporedivanje i kontrola projekata,” definise planiranje kao
"sistematski proces definisanja obima rada i ciljeva koji treba postici, razjasnjavanje strategija
koje treba primeniti i dobijanje neophodnih odobrenja i oviaséenja. On definise rasporedivanje
kao "proces uspostavljanja vremenske linije za aktivnosti projekta, ukljucujuci odredivanje pocetka

i zavrsetka svakog zadatka i obezbedivanje adekvatnog rasporedivanja resursa." (Lewis, 2001);
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., Kerzner definise planiranje kao funkciju izbora projekata za implementaciju,
postavljanje ciljeva i zadataka projekta i odredivanje nacina kako doci do tih ciljeva, dok
rasporedivanje definise kao proces uspostavijanja vremenskog niza radova. To ukljucuje
kreiranje viemenskog rasporeda projekta koji obuhvata zavisnosti izmedu zadataka i rasporeda
resursa.” (Kerzner, 2017).

Analiza razlic¢itih definicija pojmova ,,planiranje® 1 ,rasporedivanje* u kontekstu
proizvodnih okruzenja pokazuje da svaki autor sagledava pojmove prema specificnom
aspektu ovih procesa, iako se pojmovi prepli¢u. (Bruker, 2007) definiSe planiranje kao visoko
strateSki proces koji ukljucuje definisanje ciljeva i1 politike na viSem nivou, dok je
rasporedivanje detaljno odredivanje redosleda i vremena zadataka. (Pinedo, 1995) i
(Alharkan, 2005) naglasavaju vaznost brzog donosenja odluka u savremenom poslovanju,
gde efikasno rasporedivanje moze znaciti razliku izmedu uspeha i neuspeha u ispunjavanju
rokova. (Morton i Pentiko, 1993) dodaju sloZenost kroz fokus na organizovanje vremena i
resursa kako bi se uskladio veliki broj vremenskih ogranicenja. (Jonassen, 2000) i (Lewis,
2001) dalje detaljno opisuju planiranje kao proces definisanja aktivnosti koje vode ka
ciljevima, dok rasporedivanje usmeravaju ka odredivanju specificnih vremenskih okvira.
(Kerzner, 2017) naglasava vezu izmedu ciljeva projekta i utvrdivanja zavisnosti medu
zadacima, Sto pomaze u izgradnji vremenskog okvira koji omogucava efikasno izvrSavanje
projekta. Sve definicije se slazu da planiranje predstavlja strategijsko definisanje ciljeva 1
akcija, dok je rasporedivanje viSe operativan proces upravljanja resursima i vremenom kako
bi se aktivnosti odvijale prema planu.

U nastavku rada, predstavljen je nacrt nau¢nih zamisli i istrazivanja u okviru
doktorske disertacije. Prema metodologiji nau¢nih istrazivanja koju navode Mihailovi¢
(Mihailovi¢, 2012) 1 Rakicevi¢ (Rakicevi¢, 2018), nacrt nau¢nih zamisli istraZivanja
ukljucuje: definisanje predmeta naucnog istraZivanja, cilj naucnih istraZivanja, polazne
hipoteze tokom istraZivanja, koriS¢ene metode tokom istraZivanja, nau¢na opravdanost
istrazivanja, ocekivani doprinos istraZzivanja kao 1 predlozenu strukturu i tok prilikom izrade

doktorske disertacije.

1.1 PREDMET NAUCNOG ISTRAZIVANJA

Danasnje proizvodne kompanije suocavaju se s brojnim izazovima u dinami¢nom i
veoma sloZzenom poslovnom okruzenju. Neki od klju¢nih izazova ukljucuju: globalizaciju
trzista, proizvodnju tehnoloski sve naprednijih proizvoda, promene u potraznji i nove trendove

trziSta, nedostatak kvalifikovane radne snage, odrzivost poslovanja i smanjenje uticaja na
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zivotnu sredinu 1 mnoge druge. Efikasno planiranje u okviru upravljanja proizvodnim
sistemom, ima klju¢nu ulogu u postizanju uspesnosti poslovanja i ostvarivanju konkurentske
prednosti bilo koje kompanije. Ovaj zadatak podrazumeva postavljanje osnovnih ciljeva
planiranja, definisanje strategija upravljanja i metodologije rada kako bi sistem efikasno
obavljao svoju funkciju. Poslovno planiranje sastoji se od tri faze: kratkoro¢no, srednjoro¢no i
dugoro¢no planiranje (Stankovi¢ i sar., 2022), (Rakic¢evi¢, 2018). Ove faze su obicno usko
povezane jedna sa drugom i imaju za cilj da omoguce efikasno i efektivno upravljanje
resursima.

e Kratkoro¢no planiranje obuhvata period od nekoliko nedelja do nekoliko meseci i
fokusira se na dnevne ili nedeljne aktivnosti kompanije koje obuhvataju upravljanje
projektima, kontrolu trzista i odrzavanje stabilnosti poslovanja.

e Srednjoro¢no planiranje obi¢no obuhvata period od nekoliko meseci do godinu dana i
osnovni zadatak ove faze je optimizacija resursa kao i planiranje investicija u nove
tehnologije 1 ulaganje u ljudski kapital.

e Dugorocno planiranje se odnosi na period od viSe godina - naj€esce tri do pet i obuhvata
razvoj strategija kompanije, preorijentaciju poslovnog portfolija, upravljanje rizikom
poslovanja, kao 1 eventualno prosirenje delatnosti kompanije. Sve tri nabrojane faze su
od velikog znacaja za kompaniju, jer podrazumevaju izgradnju trajne osnove za njeno

poslovanje (Porter, 1980), (Simi¢ i sar., 2021).

U savremenom poslovnom svetu, efikasno planiranje resursa neophodno je za
opstanak 1 uspeh bilo koje kompanije. Ovo je naro€ito vazno kada je re¢ o MSP koja ¢ine 95
- 99% svih preduzeca i1 zaposljavaju preko 50% - 60% radnika Sirom sveta 1 u Srbiji
(Republicki zavod za statistiku, 2023), (Jalili sar., 2024). Velike korporacije koriste gotove
softverske pakete za upravljanje resursima, ¢ime se ostvaruje bolja organizacija svih
poslovnih aktivnosti, kao i1 bolja kontrola kvaliteta proizvoda, kroz pracenje celog procesa
proizvodnje, od nabavke sirovina do isporuke gotovih proizvoda. Uvodenjem alata poznatih
pod nazivom (eng. Enterprise Resource Planning - ERP) sistemi, uti¢e se na poboljSanje
ukupne produktivnosti i efikasnosti proizvodnog sistema kroz preraspodelu resursa i tokova
u skladu sa okolnostima, povecanje tacnosti planiranja, poboljSanje koordinacije i
komunikacije medu sektorima, smanjenje troSkova i vremena provedenog u planiranju...
Neki od danas najpoznatijih ERP sistema su SAP ERP, Oracle ERP Cloud, Microsoft
Dynamics 365, Epicor ERP. Medutim, implementacija i koris¢enje ERP sistema u MSP nailazi

na razlicite prepreke pre svega zbog:
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¢ visokih troskova implementacije 1 odrzavanja - ERP sistemi obi¢no zahtevaju znacajna
ulaganja u hardver, softver i obuku kadrova, dok MSP cCesto imaju ograni¢ene
finansijske 1 ljudske resurse,

e slozenosti ERP sistema i1 neophodnosti prilagodavanja specificnim potrebama
preduzec¢a — MSP Cesto nemaju resurse, pre svega strucne kadrove u delu srednjeg
menadzmenta, koji su sposobni da univerzalna hardverska i softverska reSenja
prilagode poslovanju preduzeéa da implementiraju, konfigurisu, upravljaju i odrzavaju
sloZeni ERP sistem,

e intuitivnih 1 nedovoljno formalizovanih strategija upravljanja resursima u MSP — za
razliku od velikih preduzeéa u kojima postoje relativno precizni i utvrdeni planovi i
programi, u MSP vlasnik — rukovodilac je dovoljno blizu neposrednih poslova i1 blizak
je zaposlenim sluzbenicima i radnicima, tako da moze u hodu prilagodavati odredenu
strategiju poslovanja.

Jasno je da MSP imaju svoje osobenosti u planiranju i rasporedivanju resursa, koja se
razlikuju od velikih preduzeca. Zbog toga MSP moraju biti veoma pazljiva u ovom domenu,
kako bi se osiguralo da se ti resursi koriste optimalno i efikasno. Kao alternativa i reSenje
prilikom pruzanja usluga planiranja i rasporedivanja resursa, narocito u uslovima neizvesnosti,
nude se razli¢ite tehnike i metode u okviru alata veStacke inteligencije 1 alata teorije
verovatnoc¢e. Ovi alati mogu biti relativno jednostavno prilagodeni potrebama preduzeca kako
bi omogucili bolju organizaciju poslovnih aktivnosti, kao 1 manje troskove 1 vecu fleksibilnost
poslovanja.

Predmet nau¢nog istraZivanja u doktorskoj disertaciji jeste racunarski model za
optimalno planiranje i rasporedivanje resursa u MSP u uslovima neizvesnosti, kao 1 primena
naprednih metoda 1 alata u procesu upravljanja resursima. U procesu upravljanja resursima
jedan od klju¢nih problema je identifikacija izazova sa kojima se MSP suo¢avaju. Na osnovu
istrazivanja naucno stru¢ne literature uoceno je da danasnja MSP u velikoj meri ne koriste
nauc¢ne metode pri razvoju optimizacionih modela, ve¢ planiranje i rasporedivanje resursa u
proizvodnji vrSe na osnovu iskustva zaposlenih iz dela srednjeg menadzmenta, odnosno svih
onih koji su zaduZeni za upravljanje resursima u okviru preduzeca (Dito i sar., 2023), (Oztemel
i Ozel, 2021), (Kim, 2013), (Escobar-Sarmiento i sar., 2012), (Noorali i Gilaninia, 2017),
(Bogdanova i sar., 2022). Analizom navedenih radova uocavaju se neka od klju¢nih pitanja i
izazovi sa kojima se MSP suocavaju: nedostatak kapitala, marketinski problemi, nedostatak

resursa, nedostatak kvalifikovane radne snage, nedostupnost moderne 1 pristupacne
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tehnologije, nedostatak osnovne infrastrukture kao i ogranic¢enja u pristupu sredstvima. Pored
toga, MSP Cesto nedostaju strucnjaci koji bi bili sposobni da uspesno primene napredne metode
u planiranju resursa u proizvodnji, pre svega u delu vestacke inteligencije i organizacije
podataka (Qing i sar., 2022), (Becker i Schmid, 2020), (Canhoto i Clear, 2020), (Del Giudice i
sar., 2021). Kako bi se omogucilo prikupljanje relevantnih podataka u skladu sa predmetom
istrazivanja, osmisljena je anketa koja se fokusira na kljucne aspekte proizvodnog procesa.
Sprovedeno je anketno istrazivanje u odredenom broju MSP i preduze¢ima srednje veli¢ine
koja su pokazala inicijativu za povecéanje konkuretnosti svojih proizvoda na trzistu. Ucesnici
ankete su bili vlasnici i stru¢njaci iz dela srednjeg menadzmenta koji su zaduzeni za upravljanje
resursima u okviru preduzeca. Anketa je osmisljena sa ciljem prikupljanja kljucnih podataka o
trenutnim praksama i potrebama proizvodnih preduzeca i trebalo bi da ukaze na nivo svesti i
stepen poznavanja i primene savremenih nau¢nih metoda u proizvodnim procesima kao i sa
kojim izazovima se ova preduzeca suocavaju u Republici Srbiji.

Kako bi se definisala potencijlana pitanja u anketi izvrSena je analiza dostupne nauc¢ne
literature koja obuhvataju kljuéne aspekte upravljanja resursima. Izdvojeno je nekoliko
potencijalnih pitanja ¢ijim razmatranjem bi trebalo da se stekne uvid o stanju u proizvodnim
preduze¢ima u Srbiji kada je re€ o oblasti upravljanja resursima. Jedna grupa mogucih pitanja
odnosi se na izazove sa kojima se suocavaju MSP u procesu upravljanja resursima i kako ovi
1zazovi uticu na njihovu inovativnu sposobnost (Aghazadeh 1 sar., 2023), (Kindstrom 1 sar.,
2022). Druga grupa pitanja stavlja akcenat na karakterizaciju proizvodnih resursa 1 upotrebu
savremenih alata veStacke inteligencije za poboljSanje operativne izvrsnosti (Schkarin i
Dobhan, 2022). Pored toga, vazno pitanje je spremnost kompanija da ulazu u nabavku ili
razvoj softvera za upravljanje resursima, s obzirom na to da se jasno uocava nedostatak
formalne implementacije rezultata nau¢nih istrazivanja u ovoj oblasti (Sparrow, 1999).
Naredno potencijlano istraZivacko pitanje moze biti merenje stepena razvoja MSP
koris¢enjem razli¢itih indikatora i metodologija procene (Wang, 2023), (Simi¢ i sar., 2025).
Takode, jedno od pitanja moze biti procena kompetencija vlasnika MSP 1 njihovog uticaja na
primenu modela upravljanja i poslovne performanse (Sparrow, 1999), (Vrontis i sar., 2022).
Ovaj okvir istrazivanja predlaZze merenje razli¢itih vrsta kompetencija kao $to su tehnoloske,
strateske, finansijske, intelektualne i inovacijske kompetencije za procenu MSP (Chu, 2008).
Uspeh u smislu inovacija i razvoja novih proizvoda moze se meriti faktorima kao S§to su
prihvatanje kupaca, prihvatanje trzisSta, finansijski u¢inak i merenje na tehnickom nivou itd.

(Azem i sar., 2021), (Rufai i Yakubu, 2023).
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Ovakav sistemski nacin istrazivanja mogucih potencijalnih pitanja ima za cilj da
prikaze trenutno i realno stanje u sektoru proizvodnih preduzec¢a u Republici Srbiji. Jedan od
ciljeva ankete je i prikazivanje potreba i moguénosti implementacije savremenih alata vestacke
inteligencije kako bi se povecala produktinost i konkuretnost preduzeca na traziStu. Nakon
detaljnog sagledavanja razliCitih aspekata anketnog istrazivanja navedenog problema,
definisana su pitanja koja su podeljena u pet kljunih faza: faza 1 - osnovne informacije o
preduzecu, faza 2 - sadasnja praksa planiranja i upravljanja resursima u preduzecu, faza 3 -
poznavanje i primena vestacke inteligencije, faza 4 - prepreke i izazovi, faza 5 - perspektiva i
planovi.

Rezultati istrazivacke ankete detaljno su predstavljeni u prilogu doktorske disertacije.
U anketi koja je sprovedena u regionu jugoistocne Srbije ucestvovalo je 34 preduzeéa od kojih
je: 8 - mikro, 10 - malih, 7 - srednjih 1 9 — preduzeéa vece veli¢ine. Na osnovu prve faze
istrazivanja moze se zakljuciti da se sva ispitivana MSP bave proizvodnom delatnoscu.
Odgovori na pitanje o duzini poslovanja ispitanih preduzeca pokazuju da 29% preduzeca
posluje od 0 do 5 godina, $to upucuje na postojanje mladih firmi koje unose nove pristupe i
tehnologije. Najveéi procenat, 32%, posluje izmedu 6 i 10 godina, 12% ima iskustvo izmedu
11 1 20 godina, dok ¢ak 26% preduzeca posluje vise od 20 godina, Sto ukazuje na stabilnost i
prisustvo firmi sa dugogodi$njim iskustvom.

U drugoj fazi istraZivanja dobijeni su rezultati o trenutnoj praksi upravljanja resursima
u MSP u Republici Srbiji. Rezultati istrazivanja pokazuju da jo§ uvek u velikoj meri MSP, za
upravljanje resursima, koriste osnovne softverske alate, poput MS Excel-a. Cak 62%
preduzeca oslanja se na ove jednostavnije alate. Napredne metode za planiranje resursa kao §to
su ERP sistemi, prisutni su u manjim procentima (svega 5%) i1 to u ve¢im kompanijama.
Tradicionalne metode upravljanja, zasnovane na iskustva zaposlenih, prisutne su kod 33%
preduzeca, Sto dodatno potvrduje hipotezu da postoji znacajan prostor za unapredenje procesa
proizvodnje implementacijom naprednih metoda u optimizacione modele.

Treca faza istrazivanja dala je rezultate koji ukazuju na to da, iako postoji interes za
uvodenje novih tehnologija, nedostatak stru¢nosti (Sto je navelo 56% preduzeca), kao 1
nedovoljna svest o prednostima (koju je prijavilo 12 preduzeca) uticu na proces digitalne
transformacije u proizvodnom sektoru. Pored toga, cak 88% preduzeca smatra da bi dodatna
edukacija o primeni optimizacionih modela bila korisna za njihove inzenjere, dok 56% navodi
da im je potrebna potpuna podrska u vidu obuke i tehnicke pomo¢i. O¢ekivanje da bi primena
naprednih tehnologija znacajno poboljSala produktivnost i da bi primena alata veStacke

inteligencije mogla povecati poslovne performanse za viSe od 20% iskazalo je cak 41%
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ispitanih preduzeca. Konkretna poboljSanja koja se o¢ekuju nakon implementacije naprednih
metoda u upravljanju resursima su: optimizacija troSkova, povecanje produktivnosti, smanjenje
potrebnog vremena, unapredenje kvaliteta i prevenciju zastoja u proizvodnji.

Rezultati Cetvrte faze istrazivanja izdvajaju kljucne prepreke i izazove sa kojima se
susrecu proizvodna preduzec¢a u Srbiji pri implementaciji naprednih metoda upravljanja
resursima. Glavne prepreke i izazovi za Siru primenu naprednih tehnologija su: nedostatak
znanja 1 struénosti - 37%, visoki troskovi implementacije - 12%, nedovoljna svest o
prednostima vestacke inteligencije - 24%, neadekvatna infrastuktura - 4%, nema trziSnih
potreba za uvodenje naprednih metoda - 12%, dok ostalih 11% ucesnika navode druge prepreke
1 1zazove koji nisu direktno vezani za upravljanje resursima.

Peta faza istrazivanja isti¢e buduce planove i perspektivu proizvodnih preduzeca u
Republici Srbiji, a rezultati pokazuju da 56% ispitanika planira da implementira alate veStacke
inteligencije u narednom periodu, 38% ispitanika nije sigurno zbog nedovoljnog poznavanja i
svesti o prednostima ovih alata, dok 6% ne planira implementaciju ovih alata u proizvodni
proces. Sa druge strane, ¢ak 100% ispitanika je izrazilo spremnost za implementaciju alata
vestacke inteligencije ukoliko bi imali sigurnost da ¢e do¢i do povecanja produktivnosti
proizvodnog procesa.

Analizom navedenih rezultata dobijenih anketnim istrazivanjem dolazi se do zakljucka
da danaSnja preduzeca ne koriste alate veStaCke inteligencije u znac¢ajnoj meri, pre svega zbog
nepoznavanja 1 nedovoljne edukacije u ovoj oblasti. IstraZzivanje je pokazalo znacajan
potencijalni prostor za unapredenje poslovanja preduze¢a kroz primenu alata veStacke
inteligencije, ali su ukazala i na potrebu za ve¢om podrskom kako bi se prevazisli postojeci
1zazovi 1 omogucilo Sire usvajanje ovih tehnologija. Strategije 1 inicijative, kao §to je Evropska
politika za podsticanje digitalne transformacije i nacionalne strategije u Republici Srbiji, imaju
za cilj da prevazidu ove prepreke i povecaju stepen usvajanja i primene alata veStacke
inteligencije. Ono §to daje dodatni optimizan je opredeljenje Republike Srbije da radi na tome
kroz razli¢ite edukacije i1 besplatne platforme koje su dostupne startap kompanijama,
istrazivacima i inZenjerima, kako bi priblizila ove alate privredi. Anketna istrazivanja pokazuju
da je primena alata veStacke inteligencije u preduze¢ima u Republici Srbiji na relativno niskom
nivou, $to je znacajno niZze u poredenju sa prosekom u Evropi, gde vise od 20% preduzeca
koristi vesStacku inteligenciju (Watney i Auer, 2021), (Jalil 1 sar., 2024), (Arroyabe i sar., 2024).

lako su tradicionalni alati i metode jo§ uvek dominantni, interes za alatima i

tehnologijama vestacke inteligencije 1 njihovu primenu u oblasti optimizacije resursa je
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prisutan, Sto uz adekvatnu podrSku i edukaciju, moze omoguciti preduzec¢ima da postignu visu
efikasnost 1 konkurentnost na trzistu.

Na osnovu identifikovanog istrazivackog prostora, fokus doktorske disertacije
usmeren je na proucavanje i selekciju metoda neophodnih za koncipiranje i razvoj
optimizacionog modela za upravljanje resursima u uslovima neizvesnosti. Posebna paznja
bi¢e posvecena globalnim optimizacionim metodama i1 njihovoj integraciji sa alatima teorije
verovatnoce, fazi logike i modela masinskog uéenja. Svakako klju¢ni smer istrazivanja bice
razvoj samog racunarskog modela u programskom paketu Matlab, koji ¢e omoguditi
definisanje optimalnog programa proizvodnje u vidu termin plana i rasporeda koris¢enja
resursa, Cijom primenom bi se direktno uticalo na povecanje produktivnosti jednog
proizvodnog preduzeca i generalno njegovu efikasnost. Istrazivanja ¢e biti ogranic¢ena na
sektor industrijske proizvodnje, a plan je da verifikacija razvijenog modela bude realizovana

u preduzecu koje se bavi proizvodnjom namestaja na jugu Srbije.

1.2 CILJ NAUCNOG ISTRAZIVANJA

Proizvodne kompanije, pre svega MSP, suoCavaju se sa razliCitim izazovima u
industriji danas ukljucujuci promene u raznovrsnosti proizvoda i obimu proizvodnje. Da bi se
uspeSno suprotstavile ovim izazovima, kompanije moraju da primene fleksibilnije 1 brze
pristupe. Kako trziste stalno evoluira, kompanije moraju da budu visoko konkurentne da bi
opstale. Od sustinskog znacaja za postizanje visoke konkurentnosti je 1 postizanje optimalne
efikasnosti u svom poslovanju (Raki¢evi¢, 2018). Navedeni cilj se moze posti¢i optimalnim
planiranjem, ali pre svega u domenu utvrdivanja najefikasnijih nacina rasporedivanja resursa
(Stankovi¢ i sar., 2022).

Osnovni cilj nau¢nog istrazivanja u predlozenoj temi doktorske disertacije je razvoj
modela za optimalno planiranje 1 rasporedivanje resursa u MSP u uslovima neizvesnosti.
Istrazivacka hipoteza koja stoji iza ovog osnovnog cilja jeste da su postojeci pristupi 1 algoritmi
za reSavanje problema planiranja i rasporedivanja neadekvatni za reSavanje sloZenih, realnih
problema, narocito u uslovima nedostatka adekvatnih ulaznih podataka 1 neprecizno odredenih
parametara proizvodnih procesa, kao posledice ¢injenice da je proizvodno okruzenje u
stvarnom svetu podloZzno mnogim izvorima neizvesnosti. Zbog toga, razvoj 1 implementacija
adekvatnog modela planiranja, kombinacijom razli¢itih alata veStacke inteligencije i alata
teorije verovatnoce, moze ponuditi jedan novi pristup u reSavanju problema optimalnog
planiranja i rasporedivanja resursa u MSP. Osnovni cilj nau¢nog istrazivanja moze se dalje

precizirati u sledece specifi¢ne zadatke:
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detaljno definisanje osnovih pravaca istrazivanja na osnovu sveobuhvatnog pregleda
literature 1 analize rezultata sprovedene ankete o stepenu primene savremenih alata
vesStacke inteligencije i teorije verovatnoc¢e u modelima planiranja logistickih sistema,
definisanje i predstavljanje opSte uloge planiranja logisti¢kih sistema u proizvodnom
okruzenju MSP,

funkcionalno i strukturno istrazivanje matematickih modela u oblasti planiranja i
rasporedivanja resursa,

definisanje i predstavljanje naucnih metoda, pre svega u oblasti vestacke inteligencije i
teorije verovatno¢e, neophodnih za generisanje matematickih modela i njihovo
reSavanje,

istrazivanje svih relevantnih parametara koji direktno ili indirektno uti¢u na planiranje
resursa u proizvodnom okruzenju,

definisanje pocetnih uslova, pravila prioriteta poslova i definisanje kriterijuma za
viSekriterijumsku analizu i rangiranje poslova,

formulisanje razli¢itih matematickih modela na osnovu tipa proizvodnje, strategije i
ciljeva proizvodnje,

komparativna analiza metaheuristickih algoritama za optimizaciju planiranja i
rasporedivanja resursa primenom inteligentnog neuro — fazi sistema zakljuc¢ivanja,
razvoj novog stohastickog modela za optimizaciju procesa planiranja u kome su sluc¢ajne
veli¢ine stanja i njihove promene opisane odredenim teorijskim zakonima raspodele ili fazi
brojevima,

istrazivanje uticaja ulaznih parametara pri definisanju matematickog modela na
dobijene rezultate,

prikupljanje empirijskih podataka na osnovu merenja uticajnih veli¢ina realnih proizvodnih

procesa 1 formiranje karte procesa kao osnove za verifikaciju razvijenih modela.

Indirektni naucni cilj istraZivanja se odnosi na proSirenje 1 produbljivanje opSteg

znanja u oblasti planiranja logisti¢kih sistema u MSP, dok bi sa Sireg - drustvenog aspekta,

istrazivanja trebalo da umanje jaz izmedu naucnih dostignuca i stepena njihove primene u

realnim proizvodnim sistemima.

1.3 FAZE NAUCNOG ISTRAZIVANJA

Potencijlane faze nau¢nog istraZivanja u okviru doktorke disertacije predstavljene su

kroz nekoliko celina:
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identifikacija najznacajnijih problema sa kojima se MSP danas susre¢u u procesu
upravljanja resursima,

kriticka analiza 1 sistematizacija dostupne literature u razmatranoj oblasti, kao i
definisanje mogucih pravaca istrazivanja u Sirem kontekstu,

definisanje novog nau¢nog pristupa sa konkretnim predlozima za postizanje optimilnih
rezultata 1 unapredenje postojecih nauc¢nih pristupa,

razvoj modela za optimizaciju procesa planiranja i rasporedivanja resursa u uslovima
neizvesnosti primenom alata vestacke inteligencije i teorije verovatnoce,

unapredenje postojec¢ih optimizacionih metoda za rad sa slucajnim veli¢inama 1 fazi
brojevima,

razvoj inteligentnog neuro — fazi sistema zakljucivanja koji pruza podrsku izboru
optimalnog optimizacionog algoritma za reSavanje postavljenog modela,

razvoj metodologije za definisanje prioriteta poslova na osnovu zahteva proizvodnje i
trzista,

analizu senzitivnosti i ocenu robusnosti modela kroz istrazivanje uticaja ulaznih
parametara na dobijene rezultate,

naucna saznanja do kojih bi se doslo realizacijom planiranih istrazivanja, omogucila bi
jednostavnu modifikaciju i prilagodenje razvijenog modela za primenu u drugim
oblastima planiranja logistickih sistema.

Ocekuje se da istrZzivanja u okviru predloZzene doktorske disertacije imaju 1 Siri

druStveni znacaj u smislu praktiéne podrSke MSP u reSavanju svakodnevnih logistickih

zadataka.

1.4 PRIMENJENE NAUCNE METODE TOKOM ISTRAZIVANJA

U nastavku rada predstavljene su primenjene nau¢ne metode koje su kori§¢ene tokom

istrazivanja i pisanja doktorske disertacije:

metode licnog anketiranja menadZmenta izabranith MSP u cilju ocene nivoa primene
savremenih alata i nau¢nih metoda u procesu upravljanja resursima,

metode statisticke analize za obradu prikupljenih podataka,

metode analize dostupne akademske literature u skladu sa specificnim ciljevima
istrazivanja,

metode indukcije 1 dedukcije ¢ija primena ima za cilj izdvajanje 1 definisanje zakljucaka

na osnovu preglednih istrazivackih studija slucaja,
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e metode matematickog modeliranja neophodne za razvoj modela za optimizaciju
procesa planiranja i rasporedivanja resursa u uslovima neizvesnosti,

¢ metode visekriterijumskog odlucivanja u cilju odredivanja prioriteta poslova na osnovu
zahteva proizvodnje i trzista,

e metode teorije verovatnoce i slucajnih procesa za opisivanje slu¢ajnih promenljivih i
funkcija u proizvodnom okruzenju (vremena operacija, logisticka vremena, otkazi
masina...),

e metode fazi logike za opisivanje lingvistickih veli¢ina i veli¢ina koje imaju nedovoljno
precizano definisan nivo izvesnosti,

¢ metode maSinskog ucenja za predikovanje optimalnih parametara optimizacije i
optimalne funkcije cilja,

e metaheuristicke metode i algoritmi za optimizaciju stohastickih procesa planiranja,

e metode neuro-fazi sistema zakljuCivanja za odabir optimalnog algoritma za
optimizaciju procesa planiranja i rasporedivanja resursa,

e metode za verifikaciju razvijenog matematickog modela (analiticka verifikacija,
verifikacija na osnovu eksperimentalnih podataka, provera konzistentnosti i
stabilnosti...),

e metode i alati deskriptivne statistike neophodni za obradu eksperimentalnih podataka

(slucajnih veli¢ina) dobijenih snimanjem procesa u izabranom proizvodnom okruzZenju.

1.5 STRUKTURA I SADRZAJ DOKTORSKE DISERTACIJE

Doktorska disertacija sastoji se od sedam klju¢nih poglavlja koja su medusobno
povezana u jednu celinu. Svako poglavlje predstavlja izuzetno bitnu stavku 1 neizostavni deo
istrazivanja. Struktura 1 okvirni sadrzaj doktorske disertacije prikazan je na slici 1.1, dok su
u nastavku rada predstavljena i opisana sva poglavlja doktorske disertacije.

Prvo poglavlje obuhvata uvodna razmatranja i nacrt nau¢nih zamisli, Sto predstavlja
nezaobilazni deo istrazivanja prilikom izrade doktorske disertacije. Ovo poglavlje naglasava
dalji tok istrazivanja koji ¢e se detaljno razmatrati u drugim poglavljima doktorske
disertacije, pruzajuci strukturni uvid i okvirni sadrzaj u uzem smislu.

Drugo poglavlje doktorske disertacije obuhvata detaljan pregled istrazivanja u
oblasti planiranja i rasporedivanja resursa u uslovima neizvesnosti kao 1 podelu nauc¢nih
metoda za reSavanje problema planiranja. Nakon pregleda literature, kvantativne analize

nau¢nih radova, kriticke analize dosadasnjih istrazivanja u oblasti planiranja resursa,
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razmatraju se pravci istrazivanja Cija je osnovna uloga definisanje smernica rada u smislu
ciljeva 1 doprinosa.

Treée poglavlje doktorske disertacije razmatra probleme upravljanja resursima u
MSP u Republici Srbiji, definiSe notaciju i teorijski analizira razli¢ite modele problema
planiranja kroz tri osnovna polja: a | B | y. Trece poglavlje doktorske disertacije predstavlja
ujedno i teorijsku osnovu za razvoj raCunarskog modela.

Cetvrto poglavlje doktorske disertacije proucava i selektuje nauéne metode koje su
neophodne za koncipiranje i razvoj optimizacionog modela za upravljanje resursima u
uslovima neizvesnosti. Primena naprednih metoda i implementacija alata vestacke inteligencije
u modelima planiranja predstavlja jedan od klju¢nih doprinosa u doktorskoj disertaciji.

Peto poglavlje predstavlja konkretan naucni doprinos doktorske disertacije jer se
direktno bavi razvojem modela planiranja i rasporedivanja resursa u MSP u uslovima
neizvesnosti. Proces razvoja modela sproveden je kroz nekoliko faza. U pocetnoj fazi,
identifikovani su kljuéni problemi upravljanja resursima, ukljucuju¢i promenljivost
potraznje, ogranicenja u dostupnosti resursa i uticaje eksternih faktora nesigurnosti. Na
osnovu sprovedene analize, utvrdeni su klju¢ni parametri modela i razvijena odgovarajuca
matematicka struktura. U okviru razvoja, integrisane su optimizacione metode, zajedno sa
alatima veStacke inteligencije i fazi logike. Model je iterativno testiran i unapredivan na
osnovu dobijenih rezultata, kako bi se obezbedila pouzdanost 1 efikasnost razvijenog modela.

Sesto poglavlje doktorske disertacije predstavlja eksperimentalni deo istraZivanja u
kome je realizovana primena razvijanih modela planiranja u realnom proizvodnom
okruzenju. Prilagodavanje modela konkretnom problemu i analiza ponaSanja modela u
razli¢itim proizvodnim uslovima, razmatrani su u ovom poglavlju. Doprinos ovog poglavlja
ogleda se u verifikaciji rezultata u realnim proizvodnim uslovima i analizi opravdanosti
istrazivanja.

Sedmo poglavlje doktorske disertacije predstavlja zavrSnu analizu sprovedenih
istrazivanja, potvrdu postavljenih hipoteza istrazivanja kao 1 analizu sveobuhvatnog nau¢nog
doprinosa doktorske disertacije. Takode, ovo poglavlje obuhvata buduce pravce istrazivanja
koji su direktno vezani za razvoj softverske aplikacije koja predstavlja Siri druStveni znacaj
u smislu prakti¢ne podrSke MSP u reSavanju svakodnevnih logistickih zadataka.

Literatura kori§¢ena u ovom istrazivanju obuhvata ukupno 198 referenci od kojih su
18 radovi proistekli iz istrazivanja autora u oblast disertacije. Medu njima posebno treba
ista¢i 6 radova publikovanih u ¢asopisima sa SCI/SCle liste, Sto ukazuje na visok kvalitet i

relevantnost istrazivanja u ovoj oblasti. Takva zastupljenost potvrduje kontinuitet u
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naucnoistrazivackom radu autora i jasno pokazuje nau¢ni doprinos u okviru izabrane teme.

U nastavku na slici 1.1 predstavljena je struktura i okvirni sadrzaj doktorske disertacije.

Otekivani rezultati nauénog | - [ Predmet nauc¢nog J
c L trazivani
L istrazivanja ) POGLAVLJE 1 istraZivanja

- - Uvodna razmatranja i nacrt
Primenjene nau¢ne metode naucmihtzanashi

T Cilj nauénog istrazivanja
tokom istraZivanja . J

\ J ‘

\
Anketna istraZivanja 4 POGLAVLJE 2 \ [ Kvantativna analiza radova ]
L ) Pregled dosadagnjih
) . istrazivanja i podela
Definisanje pravaca istrazivanja pr ime.njerllib metoda L'“c’bla_Sti Podrika MSP i upravljanje
L )L planiranja i rasporedjivanja ) proizvodnjom
Definisanje koris¢enje notacije v
alBly POGLAVLJE 3 [ Definisanje funkcija cilja ]
Upravljanje resursima i podrska
Klasifikacija matemeti¢kih proizvodnom okruZenju Alati i tehnike za unapredjivanje
modela (definisanje problema) kvaliteta proizvodnje
Fazi MCMD metode za odabir Sumiranje nezavisnih funkcija
prioriteta poslova distribucije - konvolucijom
v

Metodoloski okvir za
resavanje problema
[Hipcrparamctarska optimizacija i} planiranja i rasporedivanja [

[ Primena ANFIS sistema ] POGLAVLJE 4 [ Metaheuristike metode ]

primena modela maSinskog et

Stohasti¢ki procesi (normalna,
eksponencijalna, uniforma raspodela)

AT o P v N Odabir optimalnog modela
imizacija proizvodno :
[ p 5 floc[::sa g J POGLAVLJE 5 prema kéraktcrllskama
Razvoj modela za planiranje proizvodnje
Implementacija matematickih Y i rasporedivanje resursa y Primena razvijenih hibridnih
aparata u inteligentni sistem l [ modela u realnim uslovima J
( POGLAVLJE6 o
Analiza proizvodnog procesa Primena i verifikacija Obrada empirijskih podataka
razvijenih modela na realan
L proizvodni proces
[ Verifikacija modela ] 1 [ Primena empirijskih podataka ]
POGLAVLJE 7
Razvoj i implementacija Zakljuéak i dalji pravci [ Razvoj softverske aplikacija ]
modela L nauénog istrazivanja )

Slika 1.1 Struktura i okvirni sadrzaj doktorske disertacije
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Poglavlje

PREGLED DOSADASNJIH ISTRAZIVANJA

Drugo poglavlje doktorske disertacije pruza sveobuhvatan teorijski pregled oblasti
planiranja 1 rasporedivanja resursa, zasnovan na analizi relevantne naucno-istrazivacke
literature, ukljucujuci klju¢ne naucne radove iz ove oblasti. Pregled postojecih istraZzivanja
neophodan je za razumevanje razvoja oblasti, poCevsi od modela zasnovanih na alatima
operacionih istrazivanja, pa sve do savremenih tehnika koje ukljucuju stohasticke metode i
vestacku inteligenciju. Analiza relevantnih nauc¢nih radova razmatrace napredak u teorijskim 1
praktiénim okvirima, sa posebnim fokusom na njihovu primenu u razli¢itim industrijskim
sektorima. Poseban akcenat stavljen je na istraZivanja koja ispituju efikasnost razliitih
algoritama 1 modela u reSavanju slozenih problema planiranja i rasporedivanja resursa u
proizvodnim sistemima. Takode, pregled istrazivanja pruza osnovu za razumevanje trenutnog
stanja, identifikaciju postojec¢ih izazova i mogucih pravaca daljeg istrazivanja, ¢ime se stvara
¢vrsta osnova za razvoj novih reSenja u optimizaciji industrijskih procesa. Cilj ovog poglavlja
nije samo da pruzi sveobuhvatan pregled klju¢nih istrazivackih doprinosa, ve¢ i identifikuje
kriti¢ne nedostatke u literaturi, koje ¢e posluziti kao osnova za razvoj inovativnih metodologija

predstavljenih u narednim poglavljima disertacije. Kroz pregled literature naglasava se znacaj
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planiranja 1 rasporedivanja resursa kao klju¢nog faktora za unapredenje efikasnosti,
fleksibilnosti i konkurentnosti u savremenim proizvodnim sistemima.

Metode koje se najCeSée koriste za reSavanje problema planiranja i rasporedivanja
resusra su: egzaktne metode, metaheuristicke metode, metode vestacke inteligencije i
simulacione metode. Na slici 2.1 prikazana je graficka klasifikacija primenjenih metoda u

oblasti planiranja i1 rasporedivanja resursa (Stankovi¢ i sar., 2020).

METODE ZA RESAVANJE PROBLEMA PLANIRANJA I RASPOREDJIVANJA
RESURSA

!

Egzaktne Metaheuristicke Metode vestacke i
metode metode inteligencije metode

4

Slika 2.1 Podela primenjenih metoda u oblasti planiranja i rasporedivanja resursa

2.1 PREGLED DOSADASNJIH ISTRAZIVANJA U OBLASTI PLANIRANJA I
RASPOREDIVANJA RESURSA

Tokom pocetnih istrazivanja u oblasti planiranja i rasporedivanja resursa, primarno su
koriS¢ene egzaktne metode, poput modela linearnog i dinami¢kog programiranja, koje su
pruZzale teorijsku osnovu za reSavanje jednostavnijih problema. Zbog ograni¢enja ovih metoda
u reSavanju slozenih i obimnih problema planiranja proizvodnje, razvijene su naprednije
tehnike, ukljucujuci napredne metode 1 alate veStacke inteligencije. Danas ovi napredni pristupi
zauzimaju znacajno mesto u reSavanju problema planiranja i rasporedivanja resursa. Motiv da
istrazivanje ode u ovom pravcu lezi u potrebi za optimizacijom proizvodnih procesa i efikasnim
reSavanjem ovakve vrste problema. Optimizacija proizvodnog procesa resava se primenom
razli¢itih metoda 1 algoritama koji omogucavaju pronalazenje zadovoljavaju¢ih reSenja u
prihvatljivom vremenskom okviru, uzimajuéi u obzir sloZenost i dinamic¢nost proizvodnog
okruzenja.

2.1.1 Pregled dosadasnjih istraZivanja - primena egzaktnih metoda

Egzaktne metode karakteriSe precizno definisanje matematickih modela i pronalazenje
optimalnih reSenja, pri ¢emu efikasnost njihove primene zavisi od obima i kompleksnosti
ispitivanih podataka. Klju¢ne tehnike koje se primenjuju u okviru egzaktnih metoda za

reSavanje problema planiranja i rasporedivanja resursa ukljuuju nelinearno, linearno,

dinamicko, celobrojno 1 disjunktno programiranje (Stankovi¢ i sar., 2020). Medu prvim
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istraziva¢ima koji su se bavili reSavanjem problema planiranja i rasporedivanja resursa
primenom egzaktnih metoda izdvajaju se Harary i Ross (Harary i Ross.,1957). Jedan od
najpoznatijih i najéesce primenjivanih egzatnih algoritama za reSavanje problema planiranja i
rasporedivanja resursa jeste algoritam grananja i ogranicavanja (eng. Branch and Bound - BB).
BB algoritam se prvi put pominje od strane poznatih nau¢nika Landa i Lomnickog jo$§ davne
1960. godine (Land i Doing, 1960), (Lomnicki, 1965). Pripada grupi metoda pretrazivanja i
ogleda se u razlaganju pocetnog problema na manje, lakSe, resive podprobleme, ¢ime se
omogucava sistematsko pretrazivanje prostora reSenja. Na taj nacin algoritam ima zadatak da
pronade optimalno ili dovoljno dobro reSenje uz efikasno upravljanje kompleksnoséu
problema.

Brucker i Thiele (Brucker i Thiele, 1996) predstavili su BB algoritam namenjen
reSavanju opsSteg problema planiranja radnih mesta i masina, uzimajuéi u obzir vreme
podesavanja koje zavisi od redosleda izvrSavanja operacija. U njihovom istraZivanju, problem
se sastoji od skupa operacija 1 ogranicenja, pri ¢emu se svaka operacija mora izvrSiti na
odredenoj masini. Operacije su klasifikovane u viSe grupa prema prioritetima izvrSavanja
poslova na pojedinim maSinama. Racunski rezultati dobijeni za ovaj opSti problem
rasporedivanja resursa potvrduju efikasnost predloZzene metodologije i ukazuju na njen
potencijal za primenu u reSavanju sloZenih problema planiranja u industriji. Klein i Scholl
(Klein 1 Scholl, 1996) koriste BB algoritam za reSavanje problema planiranja 1 rasporedivanja
resursa, fokusiraju¢i se na dodeljivanje zadataka radnim mestima u montaznoj liniji radi
maksimalne efikasnosti proizvodnje. U radu su predstavljena ograni¢enja u vidu prioriteta
zadataka, dok eksperimentalni rezultati potvrduju pouzdanost i primenljivost algoritma u
reSavanju ovih problema. Carlier 1 Rebai (Carlier 1 Rebai, 1996) primenjuju BB algoritam za
reSavanje problema protoka poslova, s fokusom na predstavljanje 1 poredenje nekoliko
egzaktnih metoda. Ostergard (Ostergard, 2002) uvodi inovativan pristup u okviru BB
algoritma, gde se ¢vorovi u grafovima razlikuju dodavanjem jedinstvenih boja, Sto
predstavlja novu metodologiju oznacavanja i doprinos vizualizaciji rezultata.

Novi pravac istrazivanja, u okviru egzaktnih metoda, uvode Liu 1 saradnici u radu
(Liu 1 sar., 1997) gde primenjuju lagranZovu metodu relaksacije za reSavanje problema
protoka poslova, koji se ubraja u oblast planiranja i rasporedivanja resursa. Problem protoka
odnosi se na proizvodnju razli¢itih, ali sli¢nih proizvoda, dok se permutacioni protok, kao
specifi¢nan pristup u okviru problema protoka, odnosi na slucajeve u kojima su obradne
sekvence na svim fazama proizvodnje fiksirane. Autori uvode novu formulaciju celobrojnog

programiranja, koja se uz upotrebu lagranzovih multiplikatora dekomponuje u potprobleme,
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omogucavajuci jednostavnije reSavanje. U okviru ovog pravca potrebno je pomenuti i rad
Thomalla (Thomalla, 2001) koji se bavi istrazivanjem metodologije za optimizaciju
rasporedivanja poslova u ta¢no odredeno vreme. Svaka operacija mora biti obradena na
masini sa eventualnom malom razlikom u efikasno$¢u, samim tim i vremenom obrade. U
radu se naglasava da primena automatizovanih sistema u velikoj meri zavisi od efikasnog
koriS¢enja resursa. Thomalla primenjuje metodu lagranzove relaksacije i demonstrira njenu
efikasnost u reSavanju problema planiranja i rasporedivanja resursa. Zhou i saradnici u radu
(Zhou 1 sar., 2016) istrazuju problem rasporedivanja pacijenata u operacione sale,
fokusiraju¢i se na optimizaciju dodele resursa tokom razliCitih hirurskih faza radi
minimizacije troSkova i povecanja zadovoljstva pacijenata. Predstavljeni model koristi novi
lagranzov algoritam, ¢ija primena, prema studiji sluc¢aja, pokazuje znacajne ustede troskova.
Jedna od klju¢nih prednosti ovog modela za rasporedivanja pacijenata u operacione sale je
njegova fleksibilnost i moguénost primene u drugim oblastima planiranja.

Egzaktne metode za reSavanje problema planiranja i rasporedivanja resursa pokazale
su svoju efikasnost kroz primenu razli¢itih matemati¢kih pristupa. Razliita istrazivanja
potvrduju da ove metode omogucavaju pronalazenje optimalnih ili zadovoljavajuéih resenja
u sluc¢ajevima jednostavnijih problema, dok u sloZenim scenarijima sa velikim brojem

ogranicenja, njihova primena je ogranicena.
2.1.2 Pregled dosadasnjih istraZivanja - primena metaheuristickih metoda

Metaheuristicke metode danas predstavljaju jedan od najpopularnijih 1 najefikasnijih
alata za reSavanje problema planiranja i rasporedivanja resursa. Ove metode pripadaju klasi NP-
teSkih problema, jer se fokusiraju na reSavanje slozenih realnih problema u industrijskim
sistemima putem programiranja ograni¢enja. Medu najpoznatijim metaheuristickim algoritmima
izdvajaju se Genetski algoritam (eng. Genetic Algorithm - GA), Optimizacija kolonijom mrava
(eng. Ant Colony Optimization - ACO), Metoda simuliranog kaljenja (eng. Simulated Annealing
- S4), Tabu pretraga (eng. Tabu Search - TS), Optimizacija rojem Cestica (eng. Particle Swarm
Optimization - PSO) 1 Optimizacija primenom veStacke kolonije pcela (eng. Artificial Bee
Colony Optimization - ABC) (Petrovi¢, 2013). Ove metode se Siroko primenjuju zbog svoje
fleksibilnosti 1 sposobnosti pronalaZenja efikasnih reSenja za kompleksne industrijske probleme.

Genetski algoritam: Zhang i saradnici (Zhang i sar., 2011) istrazivali su problem
fleksibilnog planiranja poslova s ciljem minimizacije ukupnog vremena rasporedivanja.
Efikasnost GA testirana je na referentnim skupovima podataka preuzetim iz literature, pri cemu

rezultati pokazuju da predloZeni algoritam daje efikasna reSenja za problem planiranja i

20



Poglavlje 2 DOKTORSKA DISERTACIJA

rasporedivanja resursa. U poredenju s postoje¢im metodama, GA ostvaruje jednaka ili bolja
reSenja u smislu vremena i kvaliteta rasporeda.

Chen i saradnici (Chen i sar., 2012) primenjuju GA na problem planiranja poslova u
okruzenju sa paralelnim masinama. Rad je podeljen u dva dela: prvi deo opisuje strukturu i
model istrazivanja, dok drugi predstavlja implementaciju GA na konkretnom primeru.
Predlozeni pristup koristi grupni GA, koji ukljuuje dva glavna modula: modul za izbor
masina i modul za planiranje i rasporedivanje. Modul za izbor masina odreduje operacije i
masine na kojima ¢e se te operacije izvrsiti, dok modul za planiranje i rasporedivanje resursa
pravi listu rasporeda svih operacija dodeljenih pojedina¢nim masinama. Rezultati
istrazivanja pokazuju da kombinacija ovih modula i GA nadmaSuje postojece metode u
praksi, omogucavajuéi kvalitetniji i brzi raspored operacija na dostupnim masSinama.
Uvodenjem predlozenih modula smanjuje se vreme praznog hoda, kasnjenja i ukupno vreme
optimizacije, §to potvrduje prednosti predloZzene metodologije.

Asadzadeh (Asadzadeh, 2015) istrazuje reSavanje problema planiranja i
rasporedivanja resursa primenom hibridnog GA sa integrisanim agentima. Hibridizacija
algoritama predstavlja efikasan pristup za unapredenje njihovih performansi i povecanje
efikasnosti u reSavanju slozenih problema. U radu je razvijen lokalni analiticki algoritam,
¢ija je glavna funkcija unapredenje lokalne pretrage i kvaliteta reSenja, zasnovan na primeni
agenata u procesu planiranja. Rezultati istrazivanja pokazuju da predloZeni hibridni algoritam
znac¢ajno nadmasuje klasicni GA u pogledu efikasnosti i1 kvaliteta reSenja.

Albadr 1 saradnici (Albadr i sar., 2020) istrazivali su primenu GA zasnovanog na
teoriji prirodne selekcije (eng. Genetic Algorithm Based on Natural Selection Theory -
GABONST) za reSavanje slozenih optimizacionth problema. GABONST je pokazao
superiorne performanse u poredenju sa standardnim GA 1 metodom (eng. Enhanced Adaptive
Teaching-Learning-Based Optimization - EATLBO), postizu¢i tacnost od ¢ak 99.38%
zahvaljuju¢i naprednim strategijama selekcije, mutacije i ukr§tanja. GABONST algoritam
odrzava proporcionalnost izmedu istrazivanja 1 iskoriSavanja prostora reSenja,
omogucavajuci efikasnu 1 pouzdanu optimizaciju u razli¢itim scenarijima.

Rooyani i Defersha (Rooyani i Defersha, 2019) istrazivali su problem fleksibilnog
planiranja poslova, koji se smatra proSirenjem klasi¢nog problema rasporedivanja. PredloZeni
dvostepeni GA obuhvata dve faze pretrazivanja reSenja. U prvoj fazi algoritma definiSe se
sekvencijalni raspored operacija kroz dodeljivanje masSina, pri ¢emu se za svaku operaciju bira
masina s najkra¢im vremenom obrade, pocevsi od pocetnog genetskog skupa (hromozoma).

Druga faza algoritma koristi klasi¢an pristup GA, omogucavajuéi pretraZivanje celokupnog
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domena mogucih resenja. Efikasnost predlozenog dvostepenog GA ogleda se u kombinaciji ove
dve faze pretrazivanja, koje zajedno znacajno nadmasuju klasicne pristupe GA, posebno u
reSavanju problema vecih dimenzija. Dominantnost predloZzenog algoritma potvrduje se u
kontekstu sloZenijih problema planiranja i rasporedivanja resursa.

Zhang i saradnici (Zhang 1 sar., 2020) razvijaju poboljSani GA za reSavanje problema
fleksibilnog planiranja poslova sa vremenskim ograni¢enjima, uklju¢uju¢i vreme transporta
izmedu masina i pripremu masSina za nove zadatke. Algoritam se unapreduje kroz faze
generisanja pocetne populacije, dinamicku mutaciju i proSirenje pretrazivackog prostora, uz
primenu vestacke inteligencije za usvajanje kvalitetnih reSenja. Predlozeni GA pokazuje
superiorne rezultate u poredenju sa postoje¢im metodama, potvrdujuéi svoju efikasnost i
relevantnost.

Tiirky1lmaz i saradnici (Tiirky1lmaz i sar., 2022) uvode novu metodologiju za reSavanje
problema fleksibilnog rasporedivanja poslova, zasnovanu na modifikaciji pristupa lokalnoj
pretrazi optimuma. Predlozeni hibridni aloritam kombinuje paralelno izvrSavanje GA i lokalne
pretrage, ¢ime se postize poboljSanje vremena pronalazenja lokalnog minimuma i bolja
konvergencija algoritma. Pocetni parametri algoritma odreduju se nasumicno, koristeéi pravila
dispecerstva. Rezultati istrazivanja potvrduju efikasnost predlozene metodologije u reSavanju
problema planiranja poslova.

Optimizacija kolonijom mrava: Huang 1 Liao (Huang 1 Liao, 2008) predstavili su
hibridni algoritam koji kombinuje dva poznata metaheuristicka pristupa: ACO 1 TS. Svaki
posao unapred je dodeljen odredenoj masini sa definisanim trajanjem operacija, a cilj
algoritma je pronalaZenje optimalnog rasporeda poslova i minimizacija ukupnog vremena
obrade, definisanog kriterjjumskom funkcijom. ACO wuvodi inovativhu metodu
dekompozicije kroz identifikaciju uskih grla, dok TS doprinosi poboljSanju kvaliteta reSenja
tokom procesa pretraZivanja. Rezultati istraZivanja pokazuju da hibridni algoritam pruza iste
ili bolje rezultate u poredenju s prethodno testiranim algoritmima, §to potvrduje njegovu
efikasnost 1 primenljivost.

Ebrahimi 1 saradnici (Ebrahimi 1 sar., 2020) istraZivali su problem minimizacije
ukupnih troSkova energije i kasnjenja u kontekstu fleksibilnog planiranja poslova. U radu se
naglasava meduzavisnost izmedu planiranja poslova i rasporeda maSina, koji zajedno
doprinose poboljSanju energetske efikasnosti 1 produktivnosti sistema. Autori predlazu
integrisani model optimizacije koji uzima u obzir zavisnost energije od sekvencijalnog
rasporeda poslova na masinama. Rezultati pokazuju da predlozeni integrisani model

smanjuje ukupne troskove energije za 0,16% i1 vreme kasnjenja za 5,34% u proseku, dok u
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poredenju sa drugim algoritmima postize poboljSanje od 5,17%. Eksperimentalni rezultati,
dobijeni primenom algoritama ACO i SA, ukazuju na superiornost integrisanog modela, ¢ije
prose¢ne vrednosti ciljne funkcije premasSuju rezultate neintegrisanog modela za 5%. Ovi
nalazi potvrduju efikasnost i prednost integrisanog pristupa u reSavanju problema
fleksibilnog planiranja poslova.

Simulirano kaljenje: Zhang i Wu u radu (Zhang i Wu, 2010) predlozili su primenu SA
algoritma za minimizaciju ukupnog vremena planiranja, oslanjajué¢i se na ciljnu funkciju
optimizacije. Algoritam je zasnovan na principu uskih grla, Sto doprinosi poboljSanju kvaliteta
konacnog reSenja. PredloZeni hibridni algoritam pokazuje visoku efikasnost u resavanju
problema planiranja i rasporedivanja resursa.

Cruz-Chavez (Cruz Chavez i sar., 2017) istrazivali su problem fleksibilnog planiranja
radnih mesta koriste¢i metaheuristicki pristup. U radu je predstavljen SA algoritam sa
unapredenjima, ukljuuju¢i ubrzani mehanizam hladenja sa delimi¢nim rasporedom.
Eksperimentalni rezultati pokazuju da predlozeni algoritam brzo dolazi do optimalnih reSenja.
Kombinacija tehnike delimi¢nog rasporedivanja i mehanizma hladenja znac¢ajno poboljsava
efikasnost SA algoritma, pruzajuci superiorne rezultate u poredenju sa drugim metodama iz
literature za reSavanje ovog problema.

Tamssaouet 1 saradnici (Tamssaouet i1 sar., 2018) istrazivali su problem planiranja i
rasporedivanja resursa sa ogranic¢enjem dostupnosti maSina. Periodi nedostupnosti masina
unapred su definisani i povezani sa aktivnostima preventivnog i korektivnog odrzavanja. U radu
se koriste algoritmi TS 1 SA, prilagodeni za rad u uslovima ograni¢ene dostupnosti masina. Kroz
studiju slucaja, autori porede performanse ovih algoritama sa rezultatima prethodnih istrazivanja
koja su sproveli Mati 1 Azem sa saradnicima (Mati, 2010), (Azem, 1 sar.,2008). Kako bi osigurali
validnost poredenja, koristili su identicne pocCetne parametre za testiranje svih metoda. Rezultati
pokazuju da TS algoritam premasuje SA i druge pristupe u reSavanju ovog problema.

Tamssaouet 1 saradnici (Tamssaouet i sar., 2022) dodatno istrazuju problem fleksibilnog
rasporeda poslova primenom SA algoritma. SloZenost ovog problema definiSe se kao visoka,
zbog dodatnih ograniCenja koja se procenjuju u realnom vremenu prema unapred definisanim
kriterijumima. PredloZeni kriterijum, baziran na fleksibilnosti, meri doprinos lokalne pretrage u
ostvarivanju proizvodnih ciljeva na osnovu ciljne funkcije. Ovakav pristup omogucava efikasniju
procenu 1 prilagodavanje rasporeda u dinami¢nim proizvodnim okruZenjima.

Tabu pretraga: Zhang 1 saradnici (Zhang 1 sar., 2007) istrazivali su primenu TS
algoritma za reSavanje problema planiranja i rasporedivanja resursa. PredloZena struktura

algoritma, u kombinaciji sa odgovaraju¢im strategijama pretrazivanja i pazljivo definisanim
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pocetnim parametrima, omogucava postizanje optimalnih rezultata u procesu planiranja. U
drugom delu rada prikazan je obiman skup podataka koji ukljucuje gornje i donje granice TS
algoritma. Racunski rezultati potvrduju efikasnost i uspeSnost predlozenog TS algoritma u
reSavanju ovog problema.

Fan i saradnici (Fan, i sar., 2021) istrazivali su problem fleksibilnog planiranja
poslova primenom hibridnog pristupa u reSavanju proizvodnih problema. Predlozeni hibridni
pristup kombinuje dva poznata metaheuristicka algoritma: Java algoritam (eng. Java
Algorithm — JA) 1 TS. Klju¢na inovacija ovog rada ogleda se u detaljnom razmatranju
visestrukih kriticnih puteva tokom procesa optimizacije. Eksperimentalni rezultati potvrduju
efikasnost predlozene metodologije, posebno u okviru dvovektorske Seme kodiranja matrice
i unapredene lokalne pretrage. Predlozeni hibridni pristup pokazuje znacajan potencijal za
reSavanje sloZzenih problema planiranja i rasporedivanja resursa u proizvodnim sistemima.

Optimizacija rojem cCestica: Jamili (Jamili, 2019) je predstavio model za planiranje
1 rasporedivanje resursa s ciljem optimizacije problema u prakticnim scenarijima, gde
operatori (radnici) masina nemaju moguénost odmora dok operacije na masinama nisu
zavrsene. Autor isti¢e da se vremenski intervali za odmor obi¢no dodeljuju tokom radnog
dana operatora, Sto zahteva rasporedivanje operacija na nacin koji omogucava dovoljno
vremena za odmor. S obzirom na neizvesnost vremena obrade operacija u realnim uslovima,
predloZeno je fiksno vreme odmora tokom radnog vremena. Za reSavanje ovog problema,
Jamili koristi nekoliko algoritama: BB, SA 1 PSO. Poredenjem rezultata, utvrdeno je da PSO
algoritam pruza znacajno bolje performanse, sa poboljSanjem od 55% i 58% u odnosu na SA
algoritam. Takode, PSO i BB algoritmi pokazali su se superiornijima u poredenju sa SA
algoritmom, §to naglaSava njihov potencijal za efikasno reSavanje ovog problema.

Wang 1 saradnici (Wang 1 sar., 2020) istrazivali su problem dinamickog planiranja i
rasporedivanja resursa primenom PSO algoritma. Stohasti¢ka dolaznost resursa - poslova u
proizvodnim sistemima Cesto predstavlja izazov prilikom rasporedivanja. Autori predlazu
reSenje ovog problema kroz dinamicko programiranje i rasporedivanje poslova u realnom
vremenu. SuS$tina predlozenog pristupa je uspostavljanje ravnoteze u sistemu planiranja
tokom dolaska novih nasumi¢nih poslova i1 njihovo integrisanje u dinamicki sistem
rasporedivanja. Kada nove operacije pristignu u sistem, automatski se pokrece proces
reprogramiranja kako bi se one adekvatno uvrstile, dok se privremeno tretiraju kao
nedostupne da bi se odrzala ravnoteza u sistemu. Eksperimentalni rezultati pokazuju da

predloZzene metode, ukljucujué¢i modifikaciju PSO algoritma i proces reprogramiranja,
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pruzaju izvanredne rezultate u reSavanju problema dinamickog planiranja i rasporedivanja
resursa.

Tang 1 saradnici (Tang i sar., 2019) istrazivali su primenu metaheuristickih metoda za
reSavanje problema fleksibilnog planiranja poslova, s ciljem minimizacije ukupnog
prekovremenog rada, kasnjenja i maksimalnog vremena zavrSetka rasporedivanja. Autori
predlazu hibridni pristup koji kombinuje algoritam PSO za globalno pretrazivanje mogucih
reSenja i SA za lokalnu optimizaciju. Studija je sprovedena na realnim podacima iz industrije,
Sto dodatno naglaSava praktinu vrednost istrazivanja. lako predlozeni hibridni algoritam
pokazuje potencijal u reSavanju problema fleksibilnog planiranja poslova, eksperimentalni
rezultati ukazuju da ne dominira u potpunosti nad drugim metodama u pogledu kvaliteta resenja,
iako moze pruziti konkurentne rezultate.

Optimizacija primenom vestacke kolonije péela: Huang i Lin u radu (Huang i Lin,
2011) predlozili su pristup optimizacije ABC algoritmom za reSavanje problema otvorenih
prodavnica. Struktura ABC algoritma definiSe svaku operaciju kao podruc¢je za hranjenje, pri
¢emu se tokom procesa hranjenja pcelinje kolonije vreme mirovanja pcéela (delimi¢nog
rasporeda) posmatra kao neefikasnost. Neefikasnost se javlja kod duzeg vremena mirovanja.
Ako delimi¢ni put pcela ne zadovoljava zahtevanu efikasnost koju kolonija prihvata,
algoritam prekida pretragu u tom podrucju i prelazi na generisanje novih mogucih resenja.
Ovaj pristup omogucava dinamicko prilagodavanje tokom optimizacije 1 doprinosi kreiranju

kvalitetnijih reSenja u reSavanju problema otvorenih prodavnica.
2.1.3 Pregled dosadasnjih istraZivanja - primena metoda veStacke inteligencije

Vestacka inteligencija (eng. Artificial intelligence) predstavlja jednu od najpopularnijih
istrazivackih oblasti danasnjice. Predstavlja oblast racunarskih nauka ¢ija je osnova uloga
oponasanje ljutske inteligencije 1 manifestovanje odredenih informacija u masini ili sistemu.
Osnovna uloga ovakvog sistema je stvaranje mo¢nih alata koji mogu samostalno donositi odluke,
ili situaciju (Sheikhi 1 sar., 2023). Jednu od klasi¢nih definicija veStacke inteligencije dali su
Stjuart Rasel 1 Peter Norviga, autora poznatog udzbenika Artificial Intelligence: A Modern
Approach, gde opisuju veStacku inteligenciju kao ,,proucavanje agenata koji primaju
perceptualne inpute iz svog okruZenja i preduzimaju akcije koje maksimiziraju njihovu Sansu za
uspeh* (Russell 1 Norvig, 2023).

Podrucje vestacke inteligencije je veoma Siroko 1u stalnom je razvoju §to ga ¢ini mo¢nim

alatom. Sa napretkom modela maSinskog ucenja, dubokog ucenja, neuronskih mreza i drugih
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tehnika, ovakav pristup predstavlja veliki potencijal u nau¢nom 1 sveobuhvatnom smislu.
Tehnike koje spadaju u grupu vestacke inteligencije a koje se najcesce koriste u oblasti planiranja
i rasporedivanja resursa su: masinsko ucenje i duboko ucenje.

Tehnika masinskog ucenja (eng. Machine Learning) omogucava racunarima da nauce iz
podataka i poboljSaju svoje performanse tokom vremena, bez specificnog programiranja ili
koris¢enja slozenih programerskih jezika. Predikovanje vrednosti, zanovanih na prethodnoj
definisanoj bazi podataka, predstavlja modele masinskog u¢enja veoma zanimljivim i privla¢im
u oblasti istrazivanja (Sarker, 2021).

Druga tehnika - duboko ucenje (eng. Deep Learning) predstavlja podskup oblasti
masSinskog ucenja gde se koriste neuronske mreze sa vise slojeva kako bi se obradila grupa
podataka. (Sarker, 2021). Duboko ucenje je postalo izuzetno popularno i moéno za resavanje
problema kao $to su prepoznavanje slika, obrada podataka, planiranje i rasporedivanje resursa
u proizvodnom procesu, itd.

Akasheh 1 saradnici (Akasheh i sar., 2024) predstavili su pregled literature o primeni
metoda masinskog ucenja, analiziraju¢i kljucne tehnike koje su se pokazale dominantnim u
istrazivanjima. Prema analizi, veéina pristupa koristi algoritam slucajne Sume (eng. Random
Forest), dok su tehnike dubokog ucenja takode znacajno zastupljene, obuhvatajué¢i 94%
analiziranih radova. Ova studija naglasava sklonost prema ovim tehnikama u razli¢itim
primenama masinskog uc¢enja i njihovu efikasnost u reSavanju sloZenih problema.

Autori Yamashir 1 Nonaka u radu (Yamashir i Nonaka, 2021) istrazivali su procenu
vremena obrade poslova koriste¢i modele masinskog ucenja, oslanjajuci se na stvarne podatke
iz proizvodnog procesa. U cilju reSavanja ovog problema, autori su primenili algoritme koji
pripadaju razli¢itim kategorijama modela maSinskog ucenja, poput regresije, veStacke
inteligencije 1 modela zasnovanih na stablu odluke: (Ridge regression, Gamma, Multiple
regression, Artificial neural network, Gaussian process, Kernel Density Estimation - KDE,
Light Gradient Boosting Machine - LightGBM). Kao optimalan algoritam ili model maSinskog
ucenja pokazao se LightGBM. Optimalan raspored poslova i ukupno vreme ciljne funkcije
nakon primene ovog modela smanjeno je za oko 30%.

Pravin i saradnici (Pravin i sar., 2022) istrazivali su primenu hiperparametara u reSavanju
problema planiranja i rasporedivanja poslova, s posebnim fokusom na minimizaciju ukupnog
stohastickog vremena obrade. U okviru istrazivanja analizirane su razliite tehnike optimizacije
hiperparametara, medu kojima su bile: Bajesova optimizacija (eng. Bayesian optimization),
pretraga mreze (eng. Grid search) 1 slucajna pretraga (eng. Random search). Sli€an pristup

istrazivali su 1 Hu i saradnici (Hu i sar., 2023) koji su predlozili tehniku dubokog ucenja za
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integrisano planiranje proizvodnje. Njihov cilj bio je unapredenje validnosti 1 tacnosti modela
kroz prilagodavanje hiperparametara i primenu naprednih strategija optimizacije.

Amin i saradnici (Amin i sar., 2024) sproveli su analizu razli¢itih tipova algoritama
masinskog ucenja, ukljucujuéi njihove napredne oblike, poput dubokog ucenja i algoritama
transfernog ucenja (eng. transfer learning). U radu su predstavljeni klju¢ni izazovi i ograni¢enja
inteligentnih kontrolnih sistema koji su identifikovani prethonim pregledom literature, pri cemu
su ponudeni inovativni pristupi i reSenja. Poseban akcenat stavljen je na primenu ovih metoda u
reSavanju slozenih industrijskih problema, naglaSavajué¢i njihovu efikasnost i potencijal za
unapredenje industrijskih procesa.

Zhang 1 saradnici (Zhang i sar., 2023) istrazivali su kombinaciju dva pristupa za
rasporedivanje resursa (GA-DQN), koji integriSu globalne pretrazivacke sposobnosti genetskog
algoritma i pristup dubokog ucenja (eng. Deep Q-Network - DON). Predlozena metoda, nazvana
GA-DQN, optimizuje rasporedivanje radnih tokova u realnom vremenu minimiziranjem
troskova izvrSenja i ukupnog vremena, dok istovremeno obezbeduje visok nivo uspesnosti u
dinami¢nim uslovima rada. Rezultati eksperimentalnih istrazivanja pokazuju da GA-DQN
nadmasuje tradicionalne metode u pogledu performansi i to u razli¢itim uslovima optimizacije.

Liu 1 saradnici (Liu 1 sar., 2021) istrazivali su problem stohastickog rasporedivanja na
paralelnim masSinama, pri ¢emu su vremena dolaska i vremena obrade poslova neizvesni.
Problem je modeliran kao dvostepeni stohasticki program: u prvom koraku poslovi se dodeljuju
masSinama pre realizacije neizvesnih parametara, dok se u drugom koraku generise raspored na
osnovu poznatih vrednosti parametara. Za reSavanje ovog problema planiranja koriS¢ena je
metoda prosene aproksimacije uzoraka i pristup baziran na redukciji stohastickog modela.
Numericki rezultati pokazuju da pristup zasnovan na redukciji mogucih reSenja nadmasuje
metodu prosecne aproksimacije u pogledu kvaliteta reSenja 1 vremena potrebnog za izvrSenje
svih poslova na setu masina.

Su 1 saradnici (Sui i sar., 2022) istraZivali su problem rasporedivanja poslova na
identi¢nim paralelnim masinama, s fokusom na minimizaciju najduzeg vremena ¢ekanja hitnog
posla u situacijama kada su vremena obrade redovnih poslova neizvesna. Osnovni cilj
predloZenog modela je smanjenje maksimalne razlike izmedu vremena dva uzastopna posla (eng.
inter-completion time) kako bi se omogucio pravovremeni odgovor na hitne poslove u najgorem
moguc¢em slucaju. Rad predstavlja prvi pokuSaj reSavanja ovog specificnog problema u
stohastickom okruzenju.

Chang i saradnici (Chang i sar., 2019) istrazivali su problem rasporedivanja na identi¢nim

paralelnim maSinama u uslovima neizvesnih vremena obrade. U okviru istraZivanja razvili su
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min-max model za minimizaciju maksimalnog o¢ekivanog ukupnog vremena protoka poslova,
koriste¢i ograni¢ene informacije o parametrima neizvesnosti, kao Sto su interval poverenja,
srednja vrednost i1 varijansa. Model je definisan kao optimizacioni problem drugog reda sa
kvadratnim ogranienjima, $to omogucava efikasnije reSavanje. Rezultati pokazuju visoku
efikasnost predlozenog modela i njegovu sposobnost da unapredi robusnost sistema u razlicitim
scenarijima neizvesnosti.

Stankovi¢ i saradnici (Stankovi€ i sar., 2022) istrazivali su primenu ANFIS sistema
(eng. Adaptive Neuro-Fuzzy Inference System) za odabir optimalnog algoritma: ABC, PSO i
GA za optimizaciju proizvodnih procesa. Rezultati pokazuju da je produktivnost u
proizvodnji povecana za 14.5%, Sto potvrduje efikasnost ANFIS sistema 1 opravdava izbor
GA za dalju optimizaciju. Ova kombinacija metodologija omogucava znacajna poboljSanja
u performansama proizvodnih sistema.

Bergstra 1 saradnici (Bergstra i1 sar., 2011) analizirali su performanse metode
slucajnog pretraZzivanja i1 metode pretrage mreze za optimizaciju hiperparametara. U
sprovedenim eksperimentima, oba pristupa postigla su rezultat sa greSkom od 13%, dok
algoritam Gaussian processes imao je neSto vecu gresku od 16,7%. S druge strane, model
zasnovan na algoritmu TPE (eng. Tree-structured Parzen Estimator) nadmasio je algoritam
slu¢ajnog pretraZzivanja za (19%) 1 metodu pretrage mreze za (17%), Sto potvrduje njegovu
superiornost u optimizaciji.

Teerasoponpong i saradnici (Teerasoponpong 1 sar., 2021) istrazivali su kombinaciju
vestackih neuronskih mreZza i GA za optimizaciju rasporeda proizvodnih resursa u MSP. GA
koristi predikovane rezultate vestackih neuronskih mreza za pretragu optimalnih rasporeda
resursa. Rezultati pokazuju uspeSnost ovog pristupa, naglasavajuci njegov potencijal za
unapredenje proizvodnih procesa u MSP okruZenju.

Ali 1 saradnici (Ali 1 sar., 2023) istrazivali su primenu metode potpornih vektora (eng.
Support Vector Machine - SVM) uz kori§¢enje Cetiri razli€ita optimizaciona algoritma: ACO,
GA, algoritam optimizacije kitova (eng. Whale Optimization Algorithm - WOA) 1 PSO.
Rezultati pokazuju da GA ima najbolje rezultate u poredenju sa ostalim algoritmima, ¢ineci
ga efikasnijim za optimizaciju proizvodnih resursa. Ova studija istiCe prednosti GA u
smanjenju vremena rafunanja pri integraciji sa SVM modelom.

Tremblet i saradnici (Tremblet isar., 2022) predstavili su studiju koja se bavi
istrazivanjem uticaja modela masinskog u¢enja na primenu u proizvodnim procesima. U radu
se isti¢e da planovi proizvodnje ¢esto ne mogu da se odrze, jer su izradeni bez uzimanja u

obzir svih detaljnih zahteva koji nastaju na nivou planiranja. Autori argumentuju da
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implementacija modela maSinskog ucenja u proizvodne procese omogucava preciznije
predvidanje izvodljivosti plana proizvodnje. Konkretno, njihova analiza pokazuje da predvidanje
zasnovano na stabilnim odlukama ostvaruje preciznost od oko 90%, Sto je znacajno vise u
poredenju sa tradicionalnim pristupima koji se oslanjaju na klasi¢na ograni¢enja kapaciteta i
postizu preciznost od oko 70%. Ova studija naglasava prednosti integracije modela maSinskog
ucenja u alate za planiranje i donoSenje odluka u proizvodnim procesima.

Li i Chen (Li i Chen, 2023) istrazivali su problem planiranja fleksibilnog rasporeda
poslova uzimaju¢i u obzir otkaze masSina 1 predlazu digitalnu strategiju planiranja sa
dvostrukim pogonom. Rezultati pokazuju da ova strategija poboljSava stabilnost i efikasnost
planiranja, dok efekat ucenja radnika znacajno doprinosi proizvodnoj efikasnosti. Autori
zaklju€uju da preduzeca treba da posvete vecu paznju obuci radnika za unapredenje

profesionalnih vestina i da minimizuju nepotrebne prekide u obradi.
2.1.4 Pregled dosadasnjih istrazivanja - primena metoda simulacija

Simulacija se odnosi na stvaranje virtuelnog okruzenja koje omogucava modeliranje
1 analizu realnih procesa u proizvodnim sistemima. Ovaj proces ukljucuje simulaciju stvarnih
problema 1 izvodenje eksperimenata koji omogucavaju analizu stanja i ponaSanja sistema.
Jedna od glavnih prednosti simulacionog okruzenja je moguénost predvidanja toka
proizvodnog procesa unapred, ¢ime se omogucava njegovo bolje planiranje 1 optimizacija.
Simulacija pruza razlicite podatke koji se mogu koristiti u razli¢ite svrhe, u zavisnosti od
definisanih ciljeva. Softveri za simulaciju postali su klju¢ni alati u definisanju realnih procesa
u proizvodnim okruZenjima. Softveri koje se danas najcesS¢e koriste su: Arena, AutoMOD,
FlexSim, Asprova, DELMIA Ortems. Planiranje zasnovano na simualaciji ima veliku primenu
u oblasti planiranja i1 rasporedivanja resursa, a kao krajnji izlaz dobija se vizuelni prikaz
detaljnog plana proizvodnog procesa.

Reddi 1 Rao (Reddy i1 Rao, 2011) predstavili su sveobuhvatan model za simulaciju
fleksibilnih proizvodnih sistema koriste¢i AutoMOD, softver specijalizovan za simulaciju
proizvodnih procesa. Studija se fokusira na modeliranje fleksibilnih sistema i procenu
performansi putem simulacije. Autori demonstriraju kako AuftoMOD efikasno prikazuje
dinamiku proizvodnih sistema, omogucavaju¢i analizu ponaSanja sistema u razli¢itim
scenarijima i uslovima rada.

Kumar 1 Bisoniya (Kumar i1 Bisoniya, 2015) istrazivali su proces optimizacije
performansi fleksibilnih proizvodnih sistema koriste¢i Arena softver za simulaciju problema

planiranja 1 rasporedivanja resusa. U radu se detaljno opisuje metodologija za kreiranje
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simulacionog modela, uklju¢uju¢i definisanje parametara sistema 1 izvodenje procesa
optimizacije. Rezultati istrazivanja potvrduju efikasnost primene Arena softvera u unapredenju
preciznosti modeliranja i performansi proizvodnih sistema, omogucavajuéi detaljniju analizu,
pouzdaniju procenu i optimizaciju proizvodnih procesa. Ovi nalazi potvrduju znacaj simulacije
kao alata za poboljSanje operativne efikasnosti u fleksibilnim proizvodnim okruzenjima.

Thenarasu i saradnici (Thenarasu 1 sar., 2022) predlozili su simulacioni pristup za
definisanje kriterijuma i odabir dispecerskih pravila u reSavanju problema planiranja i
rasporedivanja resursa. U prvom delu rada primenjuje se visekriterijumsko odlucivanje za
odredivanje prioriteta poslova, dok se u drugom delu koristi kombinacija hibridnih dispecerskih
pravila. Simulacioni model diskretnih dogadaja razvijen je koriS¢enjem Arena softvera, pri cemu
je klju¢ni cilj simulacionog okruzenja razvoj fleksibilnog modela koji se prilagodava razli¢itim
ulaznim parametrima. Eksperimentalni rezultati potvrduju efikasnost predlozene metodologije u
poredenju sa klasiénim dispecerskim pravilima, ukazuju¢i na znacaj unapredenja kroz
simulaciju.

Tiacci 1 Rossi u radu (Tiacci i Rossi, 2024) analiziraju ograni¢enja savremenih
tehnika rasporedivanja i predstavljaju numeric¢ki eksperiment koji ukazuje na njihovu
neefikasnost. Kako bi nauc¢noj zajednici pruzili alat za simulaciju u kombinaciji sa
tehnikama dubokog ucenja, autori su razvili simulator diskretnih dogadaja zasnovan na
agentima. Rezultati pokazuju da pravilo najkraéeg vremena obrade (eng. Shortest
Processing Time - SPT) u 100% slucajeva nadmasuje pristupe dubokog ucenja, sa
verovatno¢om vecom od 95%, Cesto dovodeéi do znatno nizih ukupnih kasnjenja. U 71 od
135 slucajeva, SPT pravilo postize nulto kaSnjenje, Sto nije zabeleZeno kod metoda

dubokog ucenja u ovom kontekstu.
2.1.5 Pregled dosadasnjih istraZzivanja - primena operativnih metoda

Operativne metode koje se najc¢eS¢e koriste za reSavanje problema planiranja i
rasporedivanja resursa su: Kanban metoda (eng, Kanban - KM), Sistem za kontrolu toka posla
u proizvodnji (eng. Paired-cell Overlapping Loops of Cards with Authorization - POLCA) 1
Kontrola radnog opterecenja (eng. Work Load Control — WLC).

Kanban metoda se koriste za unapredenje produktivnosti i optimizaciju protoka
proizvoda kroz proizvodni sistem. Na kraju svakog ciklusa, KM identifikuje i eliminiSe
potencijalne pretnje koje mogu ugroziti stabilnost proizvodnog procesa. Kao sistem, KM
omogucava kontrolu 1 upravljanje poslova 1 materijala (resursa) kroz niz viSestrukih

optimizacionih procesa, $to doprinosi efikasnijem upravljanju proizvodnim kapacitetima. U
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kontekstu planiranja i rasporedivanja resursa, KM poboljSava vidljivost stanja zaliha i1 toka
resursa, smanjuje vreme ¢ekanja i znacajno povecava ukupnu efikasnost sistema (Ohno, 1978),
(Liker, 2004). Ova metoda omogucéava kontinualnu kontrolu proizvodnih procesa kroz bolje
upravljanje resursima i brzu reakciju na promene u proizvodnom okruzenju.

Aytug i saradnici (Aytug i sar., 1999) analiziraju rasporedivanje poslova koristec¢i
osnovna pravila sekvenciranja. U svom istrazivanju autori su razvili KM model kako bi
identifikovali optimalnu kombinaciju pravila za sekvenciranje. Rezultati pokazuju da
kombinacijom pravila "najkra¢e vreme obrade" i "najmanja koli¢ina" dobijaju se najbolje
performanse u sistemu, doprinoseci efikasnost 1 pouzdanost procesa.

Adnan 1 saradnici u radu (Adnan i sar., 2013) istrazuju implementaciju KM u lokalnoj
kompaniji za proizvodnju autokomponenti u Maleziji, s posebnim fokusom na proces montaze.
Autori navode da je primena KM doprinela smanjenju vremena isporuke, minimizaciji zaliha i
optimizaciji skladiSnog prostora. Cilj studije je demonstracija nacina kako KM poboljSava
efikasnost proizvodnog sistema i podrzava implementaciju Just In Time sistema, ¢ime se
povecéava ukupna produktivnost i efektivnost poslovanja.

Sistem za Kkontrolu toka poslova u proizvodnji predstavlja metodu upravljanja
proizvodnjom, posebno osmisljenu za kontrolu proizvodnih procesa u uslovima promenljivih
zahteva 1 ograniCenih resursa. Ova metoda fokusira se na optimizaciju tokova i smanjenje zaliha
izmedu radnih centara, ¢cime doprinosi efikasnijem koriS¢enju resursa i smanjenju zastoja (Suri,
2018), (Fernandes 1 sar., 2020). POLCA sistem se Cesto primenjuje u kompanijama sa Sirokim
asortimanom proizvoda, gde fleksibilnost i prilagodljivost igraju klju¢nu ulogu. Metodu je razvio
americki nauc¢nik Rajan Suri 1998. godine (Suri, 1998) kao odgovor na izazove upravljanja
proizvodnjom u kompleksnim proizvodnim okruzenjima.

Chong 1 saradnici (Chong 1 sar., 2015) istraZivali su primenu POLCA metode u
kompanijama sa Sirokim asortimanom proizvoda. U situacijama gde tradicionalni KM sistemi ne
zadovoljavaju u potpunosti potrebe preduzeca, predlaZze se primena POLCA metode kao
alternativno reSenje. Studija se fokusira na kompaniju specijalizovanu za proizvodnju preciznih
komponenti, alata 1 kalupa, ¢ije je kompleksno proizvodno okruzenje klasifikovano kao sistem
sa viSestrukim poslovima. Rezultati poredenja pokazuju da POLCA metoda nadmasuje postojece
pristupe u kompaniji, pruzajuci efikasnije upravljanje materijalima i optimizaciju tokova u
sloZzenim proizvodnim uslovima.

Kontrola radnog optereéenja predstavlja metodologiju koja se koristi za efikasno
uskladivanje izmedu dostupnih kapaciteta i proizvodnih zahteva. Ovaj pristup omogucava

planiranje i prac¢enje rada u realnom vremenu, uz istovremeno upravljanje resursima kako bi se
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izbegli problemi poput preoptereCenosti sistema ili nedovoljnih kapaciteta. Primena WLC
metode doprinosi postizanju stabilnosti 1 optimizaciji proizvodnih procesa, posebno u
dinami¢nim i1 kompleksnim proizvodnim okruzenjima (Firat i sar., 2022), (Hendry i sar., 2008).

Henrich (Henrich, 2005), u radu koji se bavi aspektima primenljivosti upravljanja
radnim optere¢enjem u proizvodnim okruzenjima, detaljno analizira sve relevantne aspekte i
metode kontrole radnog opterec¢enja. Autor pruza detaljan opis ove metode, naglaSavajuci
njenu osnovnu namenu i pogodnost za MSP, posebno u uobifajenim proizvodnim
okruzenjima. Kako autor istice, realizacija Sirokog asortimana narudzbina cesto zahteva
primenu masina opSte namene, koje su organizovane u funkcionalne jedinice. Narudzbine se
ne Salju odmah u proizvodni sistem, ve¢ se privremeno skladiSte u namenskim delovima
sistema dok se ne steknu optimalni uslovi za njihovu obradu. WLC metoda se pokazala kao
izuzetno primenljiva metoda u kontekstu proizvodnih sistema, s posebnim naglaskom na
njenu efikasnost u reSavanju problema planiranja i rasporedivanja resursa.

Thiirer 1 saradnici (Thiirer i sar., 2012) istrazivali su primenu WLC metode u
montaznim radionicama. Ova metoda, prepoznata kao koncept planiranja i kontrole
proizvodnje, razvijena je kako bi zadovoljila specificne potrebe MSP koja se bave
proizvodnjom po narudzbini. Kljucni razlog primene WLC metode leZi u njenoj sposobnosti
da odgovori na izazove slozenih struktura proizvoda i proizvodnje podsklopova, kao i u
ograni¢enjima tradicionalnih simulacionih modela koji ne mogu obuhvatiti sve procese. Na
osnovu rezultata istrazivanja, zaklju¢eno je da WLC metoda moZe znacajno poboljsati
performanse u upravljanju i organizaciji radnih mesta za montaZzu. Autori naglaSavaju da
buduc¢a istrazivanja treba da se fokusiraju na identifikaciju i1 otklanjanje postoje¢ih
nedostataka sistema, kako bi se dodatno unapredile karakteristike 1 performanse buducih

implementacija.

2.2 KVANTATIVNA ANALIZA NAUCNIH RADOVA NA OSNOVU
PRETRAGE LITERATURE, KLJUCNIH RECI I GODINE
PUBLIKOVANJA

Kvantitativna analiza nau¢nih radova sprovedena je identifikacijom najvaZznijih
klju¢nih re¢i unutar istrazivackog podrucja, u skladu sa oblaséu istrazivanja i temom
doktorske disertacije. 1z naucno-istrazivacke literature i prethodnog iskustva u oblasti
planiranja 1 rasporedivanja resursa, izdvojene su kljuéne re¢i koje su koriS¢ene za
pretrazivanje 1 prikupljanje relevantnih podataka. VaZzno je napomenuti da je literatura

gotovo u potpunosti dostupna na engleskom jeziku, sto je takode uticalo na izbor klju¢nih
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reCi: K - planiranje i rasporedivanje resursa (eng. planning and scheduling resource), K -
planiranje i rasporedivanje proizvodnih resursa (eng. manufacturing planning and scheduling
resource), Kz - planiranje i rasporedivanje resursa u malim i srednjim preduzecima u
uslovima neizvesnosti (eng. planning and scheduling of resources in small and medium-sized
enterprises in conditions of uncertainty), Ks- podrska malim i srednjim preduze¢ima u
uslovima neizvesnosti (eng. support for small and medium enterprises in conditions of
uncertainty), Ks — fleksibilno rasporedivanje poslova u uslovima neizvesnosti (eng. flexible
job shop scheduling problem with stochastic processing times). Za pretragu i1 prikupljanje
svih potrebnih podataka koriS¢ene su sledece baze podataka: SCOPUS, ScienceDirect i
Google Scholar. U tabeli 2.1 prikazan je deo rezultata pretrage klju¢nih reci u relevantnim
Casopisima. Osnovni cilj kvantitativne analize je identifikacija relevantnijih Casopisa koji

obraduju temu istrazivanja ove doktorske disertacije.

Tabela 2.1 Relevantni ¢asopisi na osnovu kljucnih reci za period od 2017 — 2023.

Naziv ¢asopisa 1 ukupan broj nau¢nih radova iz oblasti istrazivanja

Computers & Industrial Engineering 256
Expert Systems with Applications 197
Journal of Cleaner Production 240
Applied Energy 203
Future Generation Computer Systems 179
European Journal of Operational Research 179
Energy 245
Computers & Industrial Engineering 256
Journal of Cleaner Production 270
Procedia Manufacturing 59
Journal of Manufacturing Systems 34
Journal of Systems and Software 45
Computers & Operations Research 28
International Journal of Production Economics 25
Engineering Applications of Artificial Intelligence 5

Na slici 2.2 predstavljen je graficki prikaz rezultata pretrage zasnovane na klju¢nim

re¢ima, za period od 2017. do 2023. godine. Vazno je napomenuti da pretragom nauc¢nih radova
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na osnovu klju¢nih reci dolazi do znacajnog procenta poklapanja rezultata, tako da rezultate ne

treba posmatrati kumulativno.

Rezultati pretrage za period od 2017-2023.godine
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Slika 2.2 Graficki prikaz dobijenih rezultata za period od 2017 — 2023. godine

Analizom dosadasnjeg pregleda istrazivanja i primenjenih nau¢nih metoda u oblasti
planiranja i rasporedivanja resursa napravljen je kriticki osvrt i izdvojeni su mogucéi pravci
istrazivanja. Kriticki osvrt na pregled literature i primenjenih nau¢nih metoda omogucava
identifikaciju nedostataka u postoje¢im pristupima, dok analiza pruza detaljan uvid u
trenutno stanje istrazivanja i primenjenih metoda, ¢ime se postavlja osnova za dalji razvoj u

ovoj oblasti.

2.3 KRITICKI OSVRT I PRAVCI ISTRAZIVANJA

Kriticki osvrt i1 detaljna analiza dosadasnjih istraZivanja u oblasti planiranja i
rasporedivanja resursa predstavljaju kljuéni faktor u definisanju buduéih pravaca
istrazivanja. Ovi pravci direktno proizilaze iz pregleda nau¢nih radova u odabranoj oblasti,
omogucavaju¢i identifikaciju postojecih trendova, metoda i1 praznina u istrazivanju.
Sveobuhvatni pregled literature dosadasnjih istraZivanja ukazuje na znacajan napredak u ovoj
oblasti, posebno u pogledu razvoja i primene razli¢itih metodoloskih pristupa. Napredak
tehnologije, posebno u poslednjih nekoliko godina, istakao je veliki potencijal veStacke
inteligencije, koja se sve viSe prepoznaje kao klju¢ni faktor u unapredenju istraZivanja u ovoj
oblasti. Razvoj veStacke inteligencije ne samo da pruza alate za reSavanje postojecih

problema, ve¢ otvara i potpuno nove pravce istrazivanja. Ovi pravci su od posebnog znacaja
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za ovu doktorsku disertaciju, jer omogucavaju inovativne pristupe u modeliranju i
optimizaciji procesa. Jedna od osnovnih hipoteza disertacije jeste da postoji znacajan prostor
za dalji razvoj novih pristupa i modela u reSavanju problema planiranja i rasporedivanja
resursa u proizvodnim procesima. Ova hipoteza naglaSava potrebu za kontinuiranim
istrazivanjem 1 usavrsavanjem metodologija kako bi se odgovorilo na sve sloZenije izazove
savremene industrije.

U nastavku, izdvojeni su klju¢ni pravei istrazivanja koji oblikuju osnovu ove
doktorske disertacije. Cilj je identifikovati klju¢ne pravce koji doprinose daljem unapredenju
ove oblasti, kao 1 prepoznati izazove 1 ograni¢enja postojecih studija. Time se postavlja ¢vrst
okvir za razvoj novih i inovativnih pristupa, otvaraju¢i mogucnosti za efikasnije i naprednije
metode resavanja relevantnih problema.

Pravac 1. Jedan od osnovnih i pocetnih pravaca istraZivanja u okviru doktorkse
disertacije je identifikacija klju¢nih problema i izazova sa kojima se MSP u Republici
Srbiji suoCavaju u procesu upravljanja resursima. Analizom trenutnog stanja i
identifikacijom klju¢nih problema sa kojima se MSP u Republici Srbiji suocavaju, utvrdeni
su glavni uzroci neadekvatnog upravljanja proizvodnim resursima.

Ovi uzroci su utvrdeni na osnovu sprovedenih istrazivanja, ukljuujuéi anketna
istrazivanja i1 pregled literature u ovoj oblasti 1 obuhvataju:

e  Upravljanje proizvodnjom obavlja se metodama ru¢nog planiranja koja se oslanjaju na
iskustva radnika. Ovakav pristup nije efikasan, sklon je ljudskim greskama i ogranicava
mogucnost napredka. Takode, jedan od potencijalnih problema je postojanje moguénosti
odlaska radnika sa iskustvom iz kompanije, §to dodatno komplikuje efikasno upravljanje
resursima i onemogucava optimalno planiranje proizvodnih procesa;

e Nedostatak znanja u oblasti naprednih tehnologija i generalno stru¢nosti takode je jedan
od izazova sa kojim se susre¢u MSP. Cak 88% preduzeéa smatra da bi dodatna edukacija
o primeni naprednih metoda u proces proizvodnje bila korisna za njihove inZenjere;

e Nedovoljna primena optimizacionih metoda i nedovoljna svest o prednostima koje nudi
veStaCka inteligencija predstavlja jedan od klju¢nih izazova za dalji razvoj i
implementaciju novih pristupa u proces proizvodnje;

e Visoki troskovi nabavke gotovih softverskih reSenja koja se nude na trziStu i
neadekvatna infrastruktura za implementaciju takvih reSenja predstavljaju znacajan
izazov. Kao reSenje predlaZze se razvoj fleksibilnih optimizacionih modela koji su

direktno usmereni i prilagodeni potrebama MSP.
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Pravac 2. Na osnovu sprovedenih istrazivanja metode koje se najéeS¢e pominju i
primenjuju u oblasti planiranja i rasporedivanja resusa su: egzakte metode, metaheuristicke
metode, metode vestacke inteligencije 1 simulacione metode. Sve ukazuje na to da nisu u
dovoljnoj meri ispradeni noviji tehnoloski trendovi, pre svega u oblasti primene alata
vestacke inteligencije. Nedovoljana integracija novih pristupa kao i kombinacija vise metoda
u jedan hibridni sistem planiranja ukazuje na to da ima joS$ uvek prostora za unapredenje
metodoloskog pristupa planiranju proizvodnih procesa. Jedna od bitnih stavki je i nedovoljna
implementacija fazi logike u modelima planiranja kao i simulacija proizvodnih procesa pre
implementacije razvijenih modela u procese proizvodnje.

Takode, nedostaci ukljucuju i ¢injenicu da danasSnja istraZzivanja ne uzimaju u obzir
sve faktore koji diretno ili inderiktno uti¢u na proces proizvodnje Sto predstavlja veliki
problem pri implementaciji ovakvih modela u realne proizvodne procese. Implementacija
alata veStacke inteligencije u razvijene modele planiranja otvara nove pravce istrazivanja, pri
¢emu se povecava sloZzenost modela, ali istovremeno znacajno unapreduju njihova efikasnost
i produktivnost. Ovaj pristup omogucéava oponasanje realnog stanja u proizvodnim
procesima, Sto doprinosi preciznijem planiranju i optimizaciji resursa. Metode vestacke
inteligencije igraju klju¢nu ulogu u ovoj doktorskoj disertaciji, jer predstavljaju osnov za
kreiranje inovativnih i prilagodljivih modela planiranja. Njihova primena omogucéava
reSavanje kompleksnih problema u dinami¢nim proizvodnim okruZenjima, ¢ime se
unapreduju performanse sistema 1 doprinosi povecanju konkurentnosti u savremenoj
industriji. Prema svemu ovom, drugi pravac se odnosi na prouc¢avanje i selekciju metoda
neophodnih za koncipiranje i razvoj optimizacionog modela za upravljanje resursima
u proizvodnim okruZenjima.

Pravac 3. Analizom dosada$njih istrazivanja takode je utvrdeno da je nedovoljna
paznja posvecena razvoju stohastickih modela. U vec€ini slucaja do sada poznati pristupi
usmereni su na modele sa deterministickim zahtevima. Ovi modeli koriste fiksna vremena
obrade poslova na masinama. Osnovni nedostatak 1 ograni¢enje ovakvog pristupa jeste u
tome S§to optimizacija proizvodnog procesa, zasnovana na takvim modelima, rezultira
vremenskom funkcijom cilja koja mozZe pokazivati znacajna odstupanja u odnosu na realno
stanje proizvodnog procesa. Uvodenjem alata teorije verovatnoce i fazi alata u model
planiranja omogucava se integracija perioda neizvesnosti dogadaja, ¢ime se povecava
verovatno¢a ta¢nog predikovanja funkcije cilja. Ovakvim pristupom ostvaruje se veca
efikasnost proizvodnog procesa, uz istovremeno smanjenje odstupanja modela od stvarnih

uslova proizvodnje. Navedeni pristup doprinosi kreiranju fleksibilnijih i preciznijih modela

36



Poglavlje 2 DOKTORSKA DISERTACIJA

koji su prilagodeni dinami¢noj prirodi savremenih proizvodnih sistema. Treéi pravac
istrazivanja u doktorskoj disertaciji odnosi se na razvoj modela za optimalno planiranje
i rasporedivanje resursa u MSP u uslovima neizvesnosti.

Pravac 4. Potencijalni istrazivacki prostor prepoznaje se u samoj primeni i
implementaciji viSe razli¢itih metoda u jedan sistem planiranja §to moze dodatno da dovede
do poboljSanja postoje¢ih modela planiranja. U doktorskoj disertaciji prikazani su razliciti
pristupi, kao i implemetacija novih nau¢nih metoda kroz nekoliko faza, S$to predstavlja
hibridni pristup koji ¢e omogucditi realno sagledavanje procesa proizvodnje. Integracija
modela masinskog u¢enja u procese planiranja predstavlja perspektivan pravac istrazivanja
sa znacajnim potencijalom za unapredenje preciznosti i efikasnosti u predvidanju klju¢nih
funkcija cilja i optimizaciji proizvodnih procesa.

Ovaj pristup omogucava dublju analizu uticaja ulaznih parametara na izlazne
vrednosti, sa fokusom na klju¢ne metrike kao S§to je ukupno vreme funkcije cilja, koje
predstavlja vreme potrebno za realizaciju svih operacija unutar proizvodnog sistema. Jedan
od klju¢énih aspekata ovog pravca istrazivanja jeste razvoj baza podataka na osnovu
optimizacija sprovedenih primenom alternativnih algoritama, poput metaheuristickih
metoda. Ove baze podataka zatim sluze kao preduslov za obuku modela maSinskog ucenja,
omogucavaju¢i predikciju funkcije cilja bez potrebe za ponovnim sprovodenjem
kompleksnih optimizacijskih procesa. Takva metodologija ne samo da smanjuje vremenske
1 raCunarske zahteve, ve¢ otvara nove mogucénosti za brze i1 preciznije donosenje odluka u
industrijskim aplikacijama. Dalje istrazivanje u ovom pravcu moZe doprineti razvoju novih
hibridnih metoda koje kombinuju prednosti optimizacije i masinskog ucenja, pruzajuci time
alate za unapredenje sloZenih procesa planiranja i optimizacije. Cetvrti pravac istraZivanja
bi¢e razvoj samog racunarskog modela koji ima za cilj implamentaciju viSe nauc¢nih
pristupa u jedan sistem planiranja, ¢ilja je osnovna namena povecanje produktivnosti
proizvodnje.

Pravac 5. Kako bi se proces upravljanja resursima pojednostavio i izazovi sveli na
minimum, predlaze se razvoj softverske aplikacije koja bi znacajno unapredila proces
planiranja poslova u proizvodnim sistemima, posebno u MSP. Glavni cilj ove aplikacije je
unapredenje procesa planiranja u MSP kroz primenu naprednih racunarskih modela i
algoritama optimizacije. Ova aplikacija bi omogucila efikasnije upravljanje resursima,
smanjenje vremena potrebnog za donoSenje odluka i povecanje produktivnosti proizvodnih
sistema, pruzaju¢i korisnicima fleksibilne alate za reSavanje kompleksnih izazova u

savremenom industrijskom okruzenju. Dakle, peti pravac istraZivanja je razvoj softverske
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aplikacije koja omoguéava da se sloZeni algoritmi i racunarski modeli pretoce u
intuitivne, KkorisniCki pristupacne interfejse koji omogucavaju menadZerima i
planerima proizvodnje da lako unose podatke, pokrecu optimizaione procese i

analiziraju rezultate bez potrebe za dubokim tehni¢kim znanjem.
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Poglavlje

UPRAVLJANJE RESURSIMA — DEFINISANJE PROBLEMA

U tre¢em poglavlju doktorske disertacije definisan je problem i potrebna notacija za razvoj
modela 1 upravljanje resusima u uslovima neizvesnosti. Upravljanje resursima predstavlja
klju¢nu oblast istrazivanja koja obuhvata optimizaciju industrijskih procesa, upravljanje
proizvodnjom i rasporedivanje resursa. U kontekstu proizvodnih sistema, kljucni resursi koji se
rasporeduju ukljucuju ulazne sirovine, poslove, maSine i radnu snagu, pri ¢emu njihova
optimizacija ima direktan uticaj na finansijske aspekte i vremenske performanse proizvodnje.
Osnovni cilj ovog pristupa jeste efikasno planiranje 1 rasporedivanje resursa kako bi se postigla
maksimalna produktivnost uz minimizaciju potrebnog vremena i troskova. Definisanje problema
upravljanja resursima ukljucuje identifikaciju i modeliranje svih relevantnih unutra$njih i
spoljasnjih parametara koji uticu na donoSenje odluka. Kljucni elementi koji oblikuju proces
upravljanja resursima ukljucuju: tip resursa, definisanje ciljeva posmatranog preduzeca,
identifikaciju ograni¢enja modela, analizu promenljivih koje utiCu na proizvodne procese,
razmatranje perioda neizvesnosti i rizika, kao i odredivanje izlaznih funkcija sistema. Upravljanje
proizvodnjom ukljucuje planiranje i rasporedivanje resursa kroz sve faze procesa, od ulaznih

sirovina do finalnog proizvoda (Tomi¢, 2016), (Mihajlovi¢, 2016). Definisanje problema

39



Razvoj modela za optimalno planiranje i rasporedivanje resursa u malim i srednjim preduze¢ima u uslovima neizvesnosti

upravljanja resursima ¢esto zahteva formalizaciju kroz matematicke modele. Ova formalizacija
omogucava analizu razli¢itih scenarija i donosenje pravovremenih odluka na osnovu optimizacije
postavljenih ciljeva u okviru definisanih ograni¢enja. Na slici 3.1 prikazan je tok resursa koji
obuhvata transformaciju ulaznih resursa (jy,j,, ---,Jn), kao Sto su poslovi i operacije, kroz

razvijene modele sve do izlaznih vrednosti u obliku detaljnog plana proizvodnje.

O\ __

) @ ==

Slika 3.1 Graficki prikaz transformacije ulaznih resursa u proizvodne planove
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Slede¢i korak obuhvata detaljno predstavljanje 1 formalno definisanje problema
istrazivanja. Problem ukljucuje sistemati¢no definisanje i opisivanje domena savremenog
operativnog planiranja proizvodnje, uz identifikaciju klju¢nih potreba i moguénosti za
unapredenje procesa upravljanja resursima. Cilj ovog pristupa jeste povecanje efikasnosti
upravljanja resursima $to neposredno doprinosi ja¢anju konkurentnosti i poslovnog uspeha
preduzeca. Pravilno definisanje problema predstavlja osnovu za implementaciju inovativnih
reSenja 1 postizanje postavljenih ciljeva istraZzivanja. Na slici 3.2 prikazana je postavka

problema, koja predstavlja prvi korak u razvoju raCunarskog modela za planiranje poslova.

Postavka problema
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Slika 3.2 Definisanje problema planiranja i rasporedivanja resursa

Na slici 3.2 su jasno prikazane klju¢ne komponente kao i medusobna veza unutar
definisanog problema. Kao $to se moZze videti klju¢ni resursi: zadaci, vreme, poslovi, masine i
ograni¢enja medusobno uti€u na formulaciju ciljeva u okviru operativnog planiranja
proizvodnje. Ograni¢enja predstavljaju sve faktore koji ograniavaju ili usmeravaju proces

odlucivanja, ukljucujuéi kapacitete masina, raspolozivost radne snage i vremenske rokove
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izvrSavanja poslova na setu masina... Jasna identifikacija 1 formalizacija ovih ogranicenja
omogucava razvoj modela koji opisuje stvarne uslove u proizvodnim sistemima.
Rasporedivanje u jednom proizvodnom okruzenju obuhvata i uzima u obzir odredeni broj
poslova i broj dostupnih masina. Prema notaciji svaki pojedinacni posao bi¢e obelezen
indeksom j, pri ¢enu je ukupan broj poslova n, (j = 1,2, ...,n), dok ¢e svaka pojedinacna
masina biti ozna¢ena indeksom k, a ukupan broj masina sa m, (k = 1,2, ..., m). Svaki posao
n moze se sastojati iz ve€eg broja operacija, zbog ¢ega je potrebno uvesti i indeks operacija
i. Na taj nacin, moze se definisati operacija i posla j na masini k. Dodatno, moze se definisati
vreme obrade poslova na maSinama pt;j, kao vremensko trajanje operacije i posla j na
masini k, kao i oznaka Ct; koja predstavlja ukupno vreme zavrSetka posla j na skupu masina
u proizvodnom okruZenju. Uloga ovih oznaka je od suStinskog znaCaja za precizno
modeliranje 1 optimizaciju procesa planiranja i rasporedivanja poslova u proizvodnom
okruzenju.

Osnovni cilj, koji predstavlja odredivanje optimalnog reSenja koje obuhvata
maksimizaciju produktivnost 1 minimizaciju troSkova i1 vremena, definiSe se kroz
kompleksan zadatak medusobnog povezivanja poslova j i masina k. U tom zadatku znacajan
broj veli¢ina ima slucajni karakter, zbog cega je neophodno pri razvoju modela ukljuciti
uslove neizvesnosti kao ograniCenja u matematickim modelima optimizacije, ¢ime se
obezbeduje realno stanje proizvodnih procesa. U tom kontekstu, stohasticki procesi,

zasnovani na zakonima teorije verovatnoce, pruzaju adekvatan okvir za modeliranje.

3.1 KLASIFIKACIJA PROBLEMA I DEFINISANJE NOTACIJE

Nakon predstavljanja svih komponenti definisanog problema, potrebno je uvesti
preciznu klasifikaciju i notaciju, koja dalje omogucava adekvatno generisanje 1 predstavljanje
matematiCkog modela. Notacija obuhvata definisanje klju¢nih parametara, promenljivih 1
ograni¢enja, Sto omogucava standardizovan pristup analizi i optimizaciji modela. Definisanje
notacije je klju¢no za efikasno upravljanje proizvodnim resursima, jer doprinosi boljem
razumevanju modela, optimizaciji troskova 1 poboljSanju kvaliteta 1 povecanju
produktivnosti (Peri¢, 2018).

Konfiguracija proizvodnog sistema moze se definisati na osnovu predloZene notacije
(Pinedo, 1995, 2005, 2008) koriS¢enjem tri polja a | § | v, kao Sto je graficki prikazano na
slici 3.3. Polje a predstavlja tip proizvodnog (masinskog) okruzenja. Polje B oznacava

osnovne karakteristike poslova koje je potrebno ukljuciti u proces obrade, kao 1 ogranicenja
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koja se moraju uzeti u obzir tokom optimizacije proizvodnog procesa. Polje y prestavlja
kriterijumsku funciju cilja koju je potrebno dosti¢i. Na osnovu predstavljene notacije u tri

polja: a | B | y moze se zakljuciti o kom modelu se radi.
a|Bly

/\

Masinsko okruzenje

Ogranicenja
Karakteristike okruzenja

Slika 3.3 Graficki prikaz konfiguracije proizvodnog sistema
3.1.1 MaSinsko okruZenje i tipovi modela u skladu sa notacijom polja a

Modeli koji se koriste u oblasti planiranja i rasporedivanja resursa zavise od specificnog
tipa proizvodnog procesa. Osnovni tipovi modela u proizvodnom okruzenju mogu se podeliti
na osnovu funkcije cilja i potreba okruzenja. Moguéa proizvodna okruzenja koja se

predstavljaju u prvom polju a prikazana su graficki na slici 3.4.
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Slika 3.4. Masinsko okruzenje u prvom polju o

Model rasporedivanja poslova na pojedina¢noj masini sa oznakom (S,,) poti¢e od
engleske reci (eng. Single Machine Model) i predstavlja najjednostavniji tip modela, gde se
rasporedivanje poslova vr$i na jednoj dostupnoj masini. lako se radi o osnovnom modelu

on ima znacajnu prakti¢nu primenu ¢ak i u slozenijim proizvodnim sistemima, gde se ¢esto
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koristi za raS¢lanjivanje slozenih problema na podprobleme sa pojedina¢nim masSinama.
Ovakav problem rasporedivanja moze se formalno definisati kao rasporedivanje n poslova
na jednoj masini.

Model identi¢nih paralelnih masina, sa oznakom (PI,,), potice od engleske reci (eng.
Identical Parallel Machine Model) i predstavlja najednostavniji tip modela paralelnog
rasporedivanja poslova. Model identi¢nih paralelnih masina ne uzima u obzir razlike
izmedu masina, odnosno sve masine imaju iste karakteristike (iste performanse). Poslovi
se mogu dodeliti bilo kojoj masini bez razlike u vremenu izvrsenja, pa je cilj ravnhomerno
rasporediti poslove kako bi se minimizovalo ukupno vreme.

Model paralelnih masina sa razli¢itim brzinama sa oznakom (QP,) potice od
engleske re¢i (eng. Parallel Machine Model with different speeds). Kod ovog modela
kljuéna karakteristika je to da se uzima u obzir da masine rade razli¢itim brzinama, §to
znaci da vreme obrade poslova zavisi od toga kojoj masini je dodeljen. Iako sve masine
mogu obraditi bilo koji posao, razlike u brzini unose dodatnu slozenost u proces
optimizacije rasporeda. Na osnovu prethodne pretpostavke, ako masina k£ ima brzinu obrade
Vg, onda u tom slucaju vreme koje operacija jednog posla pt; provede u obradi na masini
k iznosi pt; /vy.

Model nepovezanih masina sa oznakom (RU,) poti¢e od engleske reci (eng.
Unrelated Machines Model) 1 predstavlja najslozeniji model paralelnog rasporedivanja, gde
se performanse masina razlikuju ne samo po brzini ve¢ i po specificnosti poslova. Vreme
obrade svakog posla zavisi od toga na kojoj masini je dodeljen, zbog Cega je optimizacija
jos§ 1zazovnija. Ovaj model najbolje opisuje situacije gde maSine imaju razlicite tehnicke
karakteristike ili prilagodenost odredenim poslovima, §to zahteva pazljivo dodeljivanje
poslova.

Rasporedivanje poslova po modelu Flow Shops Model, sa oznakom (FS,,),
karakteristi¢an je po tome Sto se svi poslovi realizuju na unapred definisanoj ruti masina.
Sustina se ogleda u rasporedivanju operacija i u okviru poslova j na ve¢ unapred definisanom
nizu (ruti) masina k. Svi poslovi moraju i¢i istom rutom tokom obrade operacija na maSinama.
Nakon obrade posla na prvoj masini u nizu, operacija se prenosi na slede¢u masinu u nizu radi
nastavka obrade. Osnovna struktura obrade skupa poslova funkcionise po principu (eng. First
In First Out — FIFO) strategije.

SloZeniji model od prethodnog karakteriSe se rasporedivanjem poslova na fleksibilnoj

ruti masina sa oznakom (FFS,) poti¢e od engleske reci (eng. Flexible Flow Shops) i predstavlja
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prosirenje osnovnog FS,, modela. Osnovna razlika izmedu ova dva modela je u obradi poslova
na c identi¢nih masinskih centara umesto m masina u seriji. Svaki posao mora prvo biti obraden
u pocetnoj fazi obrade (faza 1), a zatim prelazi na sledecu fazu, pri ¢emu unutar svake faze
moze postojati vise paralelnih masina. Poslovi prate sekvencijalni tok kroz faze, ali postoji
mogucénost izbora masine u okviru svake faze. Ovaj model uvodi fleksibilnost, omogucavajuci
bolju iskoriS¢enost resursa 1 prilagodljivost u sluc¢aju razlika u kapacitetima ili kvarova masina.

Model obrade Job Shop Model, sa oznakom (JSP,,), predstavlja model u kojem se svaki
posao sastoji od niza operacija koje je potrebno izvrSiti kako bi posao bio zavrSen. SuStina ovog
problema lezi u pravilnom rasporedivanju n poslova na m masina, prema unapred definisanoj
sekvencijalnoj ruti. Vazno je napomenuti da raspored obavljanja poslova ne mora biti identi¢an
za sve poslove, niti mora ukljucivati sve dostupne masine ve¢ svaki posao ima svoj individualni
put kroz masine.

Model fleksibilne obrade poslova sa oznakom (FJSP,) potic¢e od engleske reci (eng.
Flexible Job Shop Model) 1 ovaj model se sastoji od ¢ maSinskih centara. U svakom
masinskom centru se nalaze m masina koje mogu izvrsiti svaku nadolazecu operaciju. Svaki
posao ima svoj put kroz masinski centar a svaku operaciju u okviru tog posla moze izvrsiti
svaka masina. Fleksibilno rasporedivanje poslova predstavlja najsloZeniji model planiranja.

Model otvorenog rasporeda sa oznakom (0S,,) potice od engleski reci (eng. Open
Shop Model) 1 predstavlja rasporedivanje n poslova na m masina, pri ¢emu svaki posao mora
biti obraden na svakoj od k£ masina barem jednom. Redosled operacija za svaki posao je
otvorenog tipa, odnosno nije unapred definisan. Planer poslova ima fleksibilnost da formira

rutu za svaki posao, omogucavajuci razli¢itim poslovima da imaju razliite rute obrade.
3.1.2 Karakteristike okruZenja i moguca ogranic¢enja poslova prema notaciji polja 8

Osnovne karakteristike okruZenja planiranja i moguca ograni¢enja poslova odreduju se
u drugom polju B. Ovo polje definiSe klju¢ne parametre i pravila koja uti¢u na nacin obrade i
rasporedivanja poslova u datom proizvodnom okruzenju (Pinedo, 1995, 2005, 2008). Moguce

oznake u svojstvu ogranicenja proizvodnog procesa, prikazane su graficki na slici 3.5.

Slika 3.5 Karakteristike okuzenja i moguca ograni¢enja u drugom polja 8
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IzvrSavanje poslova nakon odobrenog datuma radnog naloga (eng. release dates) sa
oznakom rd; predstavlja pravilo prema kojem posao j ne moZe zapoceti obradu pre datuma
izdavanja radnog naloga. U tom slucaju, datum izdavanja radnog naloga definiSe najraniji
mogu¢i trenutak pocetka obrade. Nasuprot tome, ukoliko simbol rd; nije prisutan u
predvidenom polju £, posao j moze poceti sa izvrSenjem u bilo kom trenutku, pod uslovom da
je dostupna masina m.

Vremena pripreme poslova (eng. sequence dependent setup times) koja zavise od
redosleda izvrSavanja, sa oznakom sd;;, predstavljaju vremena podeSavanja koja nastaju
izmedu obrade poslova. Vreme pripreme za obradu i —te operacije zavisi od prethodne
operacije u nizu operacija posla j. U slucaju da vreme podeSavanja izmedu obrade dve
operacije posla j, zavisi od masine na kojoj se operacije obraduju, u oznaci se dodaje indeks k
i ona dobija oblik sd;j.

Ogranicenje preuzimanja prioriteta posla (eng. preemptions), u oznaci prmp, potice od
engleske reci. Prisustvo oznake pprmp u polju S predstavlja moguénost prekida rasporedenog
posla i pokretanje obrade novog posla koji mozda do tada nije bio dostupan za izvrSenje.
Zaustavljeni proces obrade moze se nastaviti na bilo kojoj dostupnoj masini u tom trenutku. U
slu¢aju da simbol pprmp nije ukljucen u polju f, prekidanje procesa obrade poslova nije
dozvoljeno.

OgraniCenja prethodnosti (eng. precedence constraints) pcrec oznacavaju pravila ili
uslove u rasporedivanju poslova ili zadataka koji definiSu redosled u kojem odredeni poslovi
ili operacije moraju biti obavljeni. Prisustvo oznake pcrec u polju B definise izvrSenje jednog
ili viSe poslova pre nego Sto se drugom nekom poslu dozvoli da zapo¢ne izvr§enje na toj masSini.
Postoje nekoliko posebnih oblika ogranicenja prvenstva:

e ako posao ima najviSe jednog prethodnika i najviSe jednog naslednika to ogranicenje
se naziva lancem i obelezava se u polju f§ oznakom chains,

e ako posao ima samo jednog naslednika, onda to ograni¢enje se oblelezava oznakom
intree,

e ako posao ima najviSe jednog prethodnika onda se ograni¢enje oblezava oznakom

outtree.

Period nedostupnosti masina (eng. breakdowns) sa oznakom brkdown oznaava
period fiksne nedostupnosti masine tokom unapred definisanog vremenskog intervala.
Ovakvi periodi mogu nastati usled promena smena radnika, kvarova na maSinama ili perioda

preventivnog odrzavanja maSina. U takvim situacijama, masine sa identicnim
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karakteristikama preuzimaju zadatak obrade poslova, ¢ime se osigurava kontinuitet
proizvodnog procesa.

OgraniCenje podobnosti maSina (eng. machine eligibility restrictions) Me; definiSe
pravila ili uslove u rasporedivanju poslova koji odreduju koji poslovi mogu biti obradeni na

kojim maSinama. Prisustvo oznake Me; u polju f predstavlja jedan vid ograniCenja gde
pojedine masine nisu sposobne za obradu svakog posla. U slucaju da simbol Me; nije prisutan

u polju B, svaki posao moze biti obraden na bilo kojoj od m dostupnih masina. Ova ogranicenja
Cesto reflektuju stvarna ogranicenja u kapacitetima, tehnologiji ili sposobnostima masina, kao
1 specificne zahteve poslova.

Zastoj ili blokiranje (eng. blocking) poslova sa oznakom blockg predstavlja
ograni¢enje koje oznacava situaciju u kojoj se posao ne moze prebaciti na slede¢u fazu ili
masinu jer ta sledec¢a faza (ili masina) nije trenutno dostupna. ZavrSen posao na jednoj masini
mora ostati na toj masini kako bi je sprecio da preuzme obradu sledeceg posla. Na taj nacin,
blokirani posao sprec¢ava i onemogucava sledeéi posao da zapocne obradu na istoj masini, ¢cime
se uvodi dodatno ogranic¢enje u procesu rasporedivanja poslova.

Rezim obrade poslova bez zastoja (eng. no-wait) nowt predstavlja sigurni protok obrade
poslova na celoj liniji maSina. Poslovi ne smeju da ¢ekaju izmedu dve uzastopne maSine. U
slu¢aju da nesmetani protok obrade poslova na svim masSinama nije osiguran, onda vreme
pocetka rada na prvoj slede¢oj masini mora da se odlozi kako bi se osigurao siguran protok
obrade nadolazeceg posla.

Proces ponovnog kruZenja resursa (eng. recirculation) sa oznakom recrc najc¢esée se
javljakod JSP,, 1 FJSP, modela. Ograni¢enje omogucava da se jedan posao moze obraditi na istoj
masini viSe puta nezavisno od rute obrade poslova. Svaki posao se moZe obraditi na svakoj
dostupnoj masini.

Grupe poslova ili familije poslova (eng. job families) ] fmls ozna¢avaju skup poslova
podeljenih u razli¢ite grupe, koje se nazivaju familijama. Poslovi iz iste familije mogu se
obradivati na istoj masini jedan za drugim, u nizu, bez potrebe za dodatnim vremenom
podesavanja izmedu poslova. Svi poslovi unutar iste familije mogu imati ista ili razlicita
vremena obrade na masSini, $to omogucava fleksibilnost u planiranju proizvodnje. Medutim,
ukoliko je potrebno prebaciti obradu sa poslova jedne familije na poslove druge familije, vreme
podesavanja masine mora biti ukljueno u proces planiranja. Ovaj koncept doprinosi
efikasnijem upravljanju proizvodnim procesima, posebno u situacijama gde su promene u

obradi ¢este 1 raznovrsne.
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Serijska obrada poslova (eng. batch processing) u oznaci bpatch(b) oznacava grupnu
obradu poslova, gde masina moze istovremeno obradivati visSe poslova. Grupa poslova
oznacava se oznakom b. Vremena obrade poslova unutar jedne grupe ne moraju biti identi¢na,
a cela grupa se smatra zavrSenom kada je obraden poslednji posao u radnom setu. Ukupno
vreme obrade grupe poslova odreduje posao sa najduzim vremenom obrade unutar tog seta.
Ovaj princip omoguéava efikasniju organizaciju rada, posebno u okruzenjima gde se poslovi
mogu paralelno obradivati.

OgraniCenje permutacija (eng. permutation) u oznaci permu najcesée se javlja kod
Flow Shops modela i1 predstavlja ograni¢enje u vidu rasporeda obrade operacija na svakoj
masini. Raspored operacija prilikom obrade na prvoj masini ostaje isti u celom sistemu obrade.
Ovakav nacin obrade poslova se ostvaruje primenom pravila FIFO.

Vreme potrebno da se obradi jedan posao (eng. processing times) u oznaci pt;,
oznacava ogranicenje ukupnog vremena obrade j- tog prosla, bez obzira na kojoj masini se vrsi
obrada. U slu€aju kada je vreme obrade svakog posla jednako, tada se ukupno trajanje svakog
posla na bilo kojoj maSini, moZe jednostavnije obeleZiti sa pt = pt;. Ova uniformnost u
vremenu obrade omogucéava pojednostavljeno planiranje i analizu proizvodnih procesa.

Vremensko ograniCenje obrade poslova (eng. due date) u oznaci dd; predstavlja
vremenski rok do kojeg je potrebno zavrsiti sve poslove ili pojedinac¢an posao na setu masina.
Prekoracenje ovog vremenskog roka u obradi poslova je moguce, ali onda ono povlac¢i dodatne
troSkove obrade. Ovo ogranicenje igra kljuénu ulogu u optimizaciji proizvodnih procesa, jer
omogucava ravnotezu izmedu vremena zavrsetka i ekonomskih troskova.

Ukupan broj poslova (eng. number of jobs) u oznaci njbr predstavlja ograni¢en broj
poslova koji mogu biti prisutni u jednom proizvodnom okruzenju tokom plana obrade. Ovo
ogranicenje je kljucno za optimizaciju resursa, smanjenje zagusenja i obezbedenje efikasnog
toka proizvodnog procesa.

Ukupan broj operacija (eng. number od operations in jobs) u oznaci no; predstavlja
ogranic¢enje u broja operacija koje jedan posao moze imati. Naj¢eS¢a primena ovog simbola je
kod JSP, modela, gde se broj operacija definiSe za svaki posao u skladu sa specificnim
zahtevima rasporedivanja i obrade u proizvodnom okruZenju. Ovo ogranicenje omogucéava
preciznije modeliranje i reSavanje problema rasporedivanja.

Tezinski koeficijent posla (eng. weighting coefficient) u oznaci wc; oznaCava tezinu
posla, koja odrazava njegovu vaznost (prioritet) za pravovremeno izvrsenje u odnosu na druge

poslove. TeZinski koeficijent omogucava da se poslovi razliite vaznosti rangiraju i
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prioritetizuju, ¢ime se obezbeduje efikasnije upravljanje rasporedom resursa u proizvodnom

procesu.
3.1.3 Vrste ciljnih funkcija i moguce oznake notacije u polju y

Osnovne informacije o kriterijumskoj funkciji cilja nalaze se u treCem polju y. Cilj
kriterijumske funkcije je da prikaze finalni proces optimizacije problema planiranja i
rasporedivanja resursa u obliku rezultata. Na ovaj nac¢in omogucava se uvid u prednosti i
nedostatke optimizacionog pristupa za posmatrani problem. Moguce oznake u polju y

predstavljene su graficki na slici 3.6.

| > > wei TV SweiUM;
> weiCt;
7y %
1 Y TM; > UM;
> Ct; T T
7Yy LMinax
Ctmax

Slika 3.6 Funkcije cilje 1 moguce oznake u treCem polju y

Ukupno vreme trajanja poslova (eng. Makespan) u oznaci Ct,,,, oznacava funkciju cilja
koja odreduje ukupno vreme zavrSetka poslednjeg posla na bilo kojoj masSini. Ct,,,, je jedan od
najcesce koris¢enih kriterijuma pri optimizaciji procesa rasporedivanja resursa. Osnovni cilj ove
funkcije je postizanje maksimalne produktivnosti proizvodnje u najkracem moguéem vremenskom
intervalu. U proSirenom obliku ova kriterijumska funkcija cilja moze se predstaviti u obliku Ct,, 4, =
max(C tj). Ukoliko se u razmatranje uzimaju i tezinski koeficijenti poslova, funkcija se izrazava
u obliku ukupnog vreme obrade poslova sa tezinskim koeficijentima (eng. Total Weighted
Completion Time) u oznaci (Z wc;C tj). Tezinski koeficijenti imaju klju¢nu ulogu u
izrazavanju i kvalifikaciji vaznosti svakog posla.

Maksimalno ka$njenje poslova (eng. Maximum Lateness) u oznaci LM,,,, mozZe se
predstaviti u proSirenom obliku kao max(LMj), gde je LM; kaSnjenje j-tog posla. Veli¢ina LM;

predstavlja razliku izmedu vremena zavrSetka i predvidenog roka zavrSetka posla LM; = Ct; —
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dd;, tj. odstupanje od definisanog roka dd;. Pri tome, ako je LM; < 0 posao je zavrSen pre
roka, ako je LM; = 0 posao je zavrSen u roku i na kraju ako je LM; > 0 posao je kasnio).
Maksimalno ka$njenje poslova koji kasne (eng. Maximum Tardiness), u oznaci T M, 4,

oznacava maksimalno vreme ka$njenja posla u odnosu na njegovo pravovremeno izvrsenje, ali
uzimajuc¢i u razmatranje samo poslove koji imaju neko kasnjenje. Moze se predstaviti u obliku
max(TMj), gde je TM; kasnjenje j-tog posla, ako postoji. Veli¢ina TM; raCuna se prema
obrascu TM; = (Ct; — ddj, 0), odnosno uzima se u razmatranje samo ako posao kasni Ct; >
dd;, inaCe ima verednost 0.

Moze se definisati i ukupan broj zakasnelih poslova (eng. Total Number of Tardy Jobs),
u oznaci Y, UM;, koji predstavlja ukupan broj poslova koji kasne tokom procesa planiranja.
Ako se poslovima pridruze i tezinski koeficijenti poslova, sa ciljem naglasavanja njihove
vaznosti, tada se prethodno definisana funkcija cilja moze prosiriti u novi oblik Y, wc;UM; koji

predstavlja ukupan broj zakaSnjelih poslova uzimajuéi u obzir tezinske koeficijente (eng.
Weighted Number of Tardy Jobs).

Prethodno definisane funkcije su klju¢ne u analizi i optimizaciji rasporeda, posebno u
situacijama gde je minimizacija kasnjenja od sustinskog znacaja. Na slici 3.7 prikazane su
funkecije sa prethodno definisanim rokom izvrSavanja poslova na setu masina (Pinedo, 2008),

(Rakicevi¢, 2018).

A A A
LM, M, UM,

»
A Lag T > |

/ ddj Cy dd; Cr dd; Ct;

Slika 3.7 Funkcije cilja povezane sa vremenskim rokom izvrSavanja poslova na masinama

3.1.4 Primeri modela planiranja i rasporedivanja poslova u okviru definisane

notacije

Na samom pocetku poglavlja predstavljen je nacin kategorizacije problema planiranja
1 rasporedivanja resursa na osnovu tri kljuna polja a | B | y. Ovakav pristup kategorizacije
modela omogucava strukturisano predstavljanje problema i olakSava razumevanje u skladu sa

definisanim parametrima i1 postavljenim ciljevima optimizacije. U nastavku su predstavljeni
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primeri modela koji koriste notaciju definisanu u prethodnom delu poglavlja kako bi se izvrsila
jasna klasifikacija modela i definisanih ograni¢enja u okviru posmatranog problema.

Primer 1 — Model paralelnih masina P, | nowt,pprmp | X w¢;TM;. Model se

tumaci kao problem rasporedivanja poslova na Cetiri masine koje se nalaze u paralelnoj vezi.
Prilikom obrade poslova na maSinama uspostavljen je siguran protok poslova na celoj liniji
masina. Prilikom prekida obradnog posla postoji mogudnost obrade novog dostupnog posla u
tom trenutku, dok ciljna funkcija ima zadatak da prikaze ukupno vreme kasnjenja svih
prioritetnih poslova.

Primer 2 — Job Shop Model - JSP,, | pcrec | Ct,, .. Model oznacava rasporedivanje
poslova sa unepred definisanim sekvetnim rasporedom izvrSavanja na m masina. Prisustvo
oznake pcrec u polju f definiSe izvrSenje jednog ili vise poslova pre nego $to se nekom
drugom poslu dozvoli da zapocne izvrSenje na toj masini. Ciljna funkcija ima zadatak
postizanja maksimalne produktivnosti uz minimizaciju vremena zavrsetka svih poslova na setu
masina.

Primer 3 — Flexible Job Shop Problem - FJSP | brkdown, sd;ji| Ctp,q,. Model
oznacava fleksibilno rasporedivanje poslova na ¢ maSinskih centara. U drugom polju modela
predstavljena su ograni¢enja sa unapred definisanim periodom nedostupnosti masina kao i
vremena podesavanja poslova koja su zavisna od rasporeda sekvenci na dostupnom skupu
masina. Cilj problema je minimizacija vremenskog intervala rasporedivanja poslova i obrade

poslova na skupu masina.
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Poglavlje

METODOLOSKI OKVIR ZA RESAVANJE
PROBLEMA PLANIRANJA I RASPOREDIVANJA RESURSA

U cetvrtom poglavlju doktorske disertacije analizirane su metode koje ¢ine osnovu za
razvoj optimizacionih modela u narednim poglavljima. Fokus istrazivanja usmeren je na
klasifikaciju optimizacionih pristupa i njihove specificne primene u kontekstu planiranja i
rasporedivanja resursa u proizvodnim sistemima. Posebna paznja posvecena je metodama koje
omogucavaju modeliranje neizvesnosti u procesima planiranja i rasporedivanja resursa
primenom alata teorije verovatnoce i fazi skupova. U prvom slu¢aju analizirane su metode kod
kojih se neizvesnost izrazava kroz sluajne promenljive 1 njihove verovatnosne raspodele na
nacin da svaka moguca realizacija nekog dogadaja ima odredenu verovatnoc¢u. U okviru ovog
pristupa posebna paznja bi¢e posvec¢ena metodi zasnovanoj na primeni matemati¢kog operatora
konvolucije koji omogucava precizno kombinovanje dve funkcije u cilju dobijanja trece -
zbirne raspodele slucajnih promenljivih. Ovo je klju¢an matematicki alat za analizu nezavisnih
izvora neizvesnosti u procesima planiranja i rasporedivanja resursa.

Medutim, kako u sloZenim proizvodnim sistemima, osim stohasti¢kih promenljivih,
Cesto je potrebno uzeti u obzir i veli¢ine koje nisu precizno definisane ili su nepotpune, a sa

druge strane mogu imati subjektivni ili lingvisticki karakter, u okviru ovog poglavlja
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predstavljena je i metodologija koja koristi fazi pristup, kao 1 implementaciju fazi brojeva u
razmatrane modele.

Kako bi se resili problemi planiranja i rasporedivanja resursa u proizvodnim sistemima
razmatrani su i razli¢iti metaheuristicki pristupi, uklju¢ujuéi metode GA, ACO, SA, TS, PSO i
ABC. Primena ovih metoda omogucéava optimizaciju rasporeda poslova, ¢ime se povecava
efikasnost 1 produktivnost proizvodnog procesa a smanjuju ukupni troskovi i ukupno vreme
proizvodnje. Da bi se pravilno procenilo koji algoritam ostvaruje najbolje performanse za
odredeni optimizacioni problem, neophodno je razviti inteligentni sistem sposoban da
identifikuje najpogodniji pristup u skladu sa specificnostima problema i promenljivim
uslovima u proizvodnom procesu. Takav sistem omogucava automatsko prilagodavanje
razli¢itim scenarijima i obezbeduje donoSenje optimalnih odluka u realnom vremenu. U ovom
istrazivanju, izbor optimalnog algoritma za reSavanje posmatranog problema realizovan je
primenom novog pristupa zasnovanog na metodologiji prilagodljivog neuro-fazi sistema
zakljuCivanja (eng. Adaptive Neuro-Fuzzy Inference System — ANFIS). ANFIS pristup
kombinuje prednosti vestackih neuronskih mreza i fazi logike, omogucéavajuci efikasno
modeliranje slozenih nelinearnih odnosa izmedu ulaznih i izlaznih parametara sistema.
Osnovna uloga ovog pristupa je adaptivnho prepoznavanje algoritma koji pruza najbolje
rezultate za specifi¢ne probleme u uslovima promenljivih parametara i neizvesnosti.

Detaljnim istrazivanjem oblasti planiranja i rasporedivanja resursa ustanovljeno je da
pravilno odredivanje prioriteta poslova i1 adekvatno podeSavanje ulaznih parametara
optimizacije predstavljaju klju¢ne faktore koji uticu na efikasnost upravljanja resursima u
proizvodnim procesima. Ovi faktori mogu da imaju direktan uticaj na performanse
optimizacionith modela. Kako bi se unapredio proces planiranja i obuhvatili navedeni kljuc¢ni
faktori, u ovom istrazivanju analizirane su moguénosti primene sledec¢ih pristupa:

e metode viSekriterijumskog odlucivanja (eng. Multi-Criteria Decision Making —

MCDM) za odredivanje prioriteta poslova,

e modeli maSinskog u€enja (eng. Machine Learning) za odabir optimalnih parametara
optimizacije.

Cilj primene MCDM pristupa je eliminisanje subjektivnih procena pri rangiranju
poslova, koje mogu dovesti do greSaka u rasporedu i smanjenja produktivnosti. U tom
kontekstu, razmatrana je primena tri razli¢ite MCDM metode: FAHP (eng. Fuzzy Analytic
Hierarchy Process), FFUCOM (eng. Fuzzy Full Consistency Method)1 FWASPAS (eng. Fuzzy
Weighted Aggregated Sum Product Assessment).
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Masinsko ucenje predstavlja jedan od savremenih pristupa u optimizaciji resursa u
okviru proizvodnih procesa. Primena modela masinskog ucenja omogucava analizu velikog
broja ulaznih veli€ina i predikciju parametara oprimizacije sa ciljem unapredenja performansi
optimizacionih modela. Odabir adekvatnih ulaznih parametara znacajno utice na performanse
algoritama i efikasnost optimizacionih procesa. U okviru ove doktorske disertacije, primenjeni
su razli¢iti modeli maSinskog ucenja ¢ija je osnovna uloga predikovanje optimalnih parametara
koris¢enih metaheuristi¢kih algoritama, ¢ime se osigurava postizanje optimalne funkcije cilja
u razli¢itim fazama upravljanja resursima proizvodnog procesa. Ovaj prediktivni pristup
omogucava unapred procenu kvaliteta reSenja pre same optimizacije, ¢ime se znacajno ubrzava
proces pronalazenja optimalnog resSenja.

Navedene metode su veoma znacajne za razvoj modela planiranja i rasporedivanja
resursa u realnim proizvodnim okruzenjima. Metode koje ¢e u nastavku biti predstavljene sluze

kao teorijska osnova za razvoj modela u petom poglavlju.

4.1 OPSTI KONCEPT I TERMINOLOGIJA OPTIMIZACIJE

Optimizacija je nau¢na disciplina koja se bavi pronalazenjem optimalnih reSenja za
zadate probleme u okviru definisanih ograni¢enja. U osnovi optimizacije je proces
minimizacije ili maksimizacije ciljne funkcije, pri ¢emu su kljucni ciljevi smanjenje trosSkova
(vremena), poboljSanje performansi ili povecanje efikasnosti sistema. Maksimalne ili
minimalne vrednosti ciljne funkcije u oblasti planiranja i rasporedivanja resursa mogu biti:
minimalno vreme zavrSetka svih poslova u procesu proizvodnje, maksimalno kasnjenje
proizvoda, maksimalno ili minimalno potrebno vreme jedne masine da obradi operaciju,
maksimalni ili minimlni broj proizvoda, minimalni ili maksimalni troskovi ciljne funkcije.

Osnovna terminologija u oblasti optimizacije uklju€uje pojmove poput ciljne
funkcije, ograni€enja, prostora resenja, kao 1 metoda za pronalazenje optimalnih vrednosti.
Ciljna funkcija predstavlja matematicki izraz koji odreduje kvalitet reSenja, dok ograni¢enja
definiSu dozvoljeni opseg mogucih vrednosti. Prostor reSenja je skup svih mogucih reSenja,
a optimizacija se fokusira na pronalazenje onih koja ispunjavaju postavljene uslove i pruzaju
optimalni rezultat. U naucnoj literaturi mogu se naci razli€ite definicije optimizacije ali u
osnovi ove definicije su sli¢ne.

Bertsekas (Bertsekas, 1999) definiSe optimizaciju na sledeé¢i nacin: "Optimizacija je
proces pronalazenja resenja koje minimizuje ili maksimizuje zadatu ciljnu funkciju uz

postovanje datih ogranicenja.",
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"Boyd i Vandenberghe (Boyd i Vandenberghe, 2004) definiSu optimizaciju kao:
"Optimizacija se sastoji od minimizacije ili maksimizacije funkcije cilja na osnovu ogranicenja
definisanih u prostoru resenja."

Opsti koncept optimizacije zasniva se na definiciji problema i razvoju adekvatnog
matematickog modela koji na zadovoljavajuc¢i nacin opisuje realne karakteristike posmatranog
sistema. U matematickom obliku, opsti koncep problema optimizacije moze se formalno
predstaviti na slede¢i nacin:

Funkcija cilja:

min/max f(x), 4.1

sa ogranicenjima:

4.2)
p;(x) <0, i=1,...m

wj(x) =0, j=1,..,p (4.3)

Jedan¢ina (4.1) predstavlja minimum/maksimum opisane funkcije cilja, dok
ograniCenja (4.2) i (4.3) predstavljaju nejednakosna ograni¢enja ¢;(x) < 0, koja definisu
dozvoljeni prostor reSenja, odnosno jednakosna ogranic¢enja w;(x) = 0, koja dodatno imaju
uticaj i usmeravaju izbor mogucih resenja. Na slici 4.1 predstavljeno je nekoliko osnovnih

koraka pri procesu optimizacije (Petrovic, 2013).

Formulacija Identifikacija funkcije cilja i njenih Formulacija
problema internih i eksternih parametara matemati¢kog modela

Ne

Optimizacija na osnovu

Implementacija reSenja na Da Resenje dabranih metod
odabranih metoda

konkretnom primeru

Ne

Slika 4.1 Osnovi koraci optimizacije (Petrovi¢, 2013)

Kao §to se moze videti na slici 4.1, proces reSavanja optimizacionog problema sastoji
se od nekoliko klju¢nih koraka, koji su povezani iterativnim tokom sa povratnim petljama
(informacijama) za proveru resenja.

Proces zapoc€inje formulacijom problema, nakon €ega sledi identifikacija funkcije cilja

1 njenih internih 1 eksternih parametara koji imaju uticaj na funkciju cilja. Na osnovu ovih
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podataka kreira se matematicki model koji definiSe funkciju cilja i ograni¢enja sistema. Nakon
toga, primenjuju se odabrane metode optimizacije kako bi se pronaslo odgovarajuce
reSenje. Proverom resenja procenjuje se da li ono zadovoljava postavljene kriterijume. Ako
reSenje nije adekvatno, proces se vra¢a na prethodne korake kako bi se model i parametri
prilagodili. U slu¢aju da reSenje ispunjava zadate ciljeve, prelazi se na njegovu
implementaciju u realnom proizvodnom sistemu. Ovaj iterativni pristup omogucéava
prilagodavanje razli¢itim uslovima i doprinosi postizanju optimalnih reSenja kroz

kontinuiranu proveru i unapredenje modela.
4.1.1 Klasifikacija optimizacionih problema

Klasifikacija optimizacionih problema ima za cilj detaljnu analizu 1 istrazivanje
dostupnih metoda koje su pogodne za reSavanje problema planiranja i rasporedivanja resursa.
Fokus istrazivanja je na identifikaciji metoda koje omogucéavaju efikasno planiranje i
rasporedivanje resursa u uslovima neizvesnosti, uzimajuci u obzir specifi€nosti posmatranog
optimizacionog problema.

Klasifikacija optimizacionih problema, kao i podela optimizacionih metoda u
zavisnosti od specificnih tipova problema, moze se pronaéi u radovima istaknutih istrazivaca
iz oblasti optimizacije (Yang, 2010), (Pinedo, 2008). U radu Petrovi¢ (Petrovi¢, 2013) autor
navodi da se opSta kategorizacija optimizacionih metoda moze predstaviti na osnovu sledecih

kriterijuma prikazanih na slici 4.2.

[Kategorizacija optimizacionih problema]

Prema vrsti Prema vrsti Prema obliku Prema parametrima Prema
kriterijumske ogranic¢enja 1li formi ili domenu neizvesnostima u
funkcije funkcije promenljivih procesu optimizacije

Slika 4.2 Kategorizacija otpimizacionog problema (Petrovi¢, 2013)

Da bi se optimizacioni problemi sagledali i reSili na adekvatan nacin, neophodno je
izvrsiti detaljnu analizu optimizacionih metoda koje su direktno povezane sa posmatranim
problemom.

Pravilnim izborom metoda optimizacije obezbeduje se efikasno reSavanje problema,
uzimajuci u obzir specifi¢ne karakteristike 1 ogranicenja konkretne oblasti primene. Na slici

4.3 predstavljena je klasifikacija metoda optimizacije (Yang, 2010).
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[ Optimizacione metode ]
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Slika 4.3 Klasifikacija optimizacionih metoda (Yang, 2010)

4.2 IMPLEMENTACIJA STOHASTICKE OPTIMIZACIJE U MODELIMA
PLANIRANJA I RASPOREDIVANJA RESURSA

Problemi stohasticke optimizacije predstavljaju izazovnu oblast gde se neizvesnost
javlja u obliku slu¢ajnih promenljivih. Takvi problemi zahtevaju primenu prilagodenih
strategija reSavanja, koje omogucavaju efikasno upravljanje promenljivim uslovima u
razli¢itim fazama optimizacije. Ova oblast optimizacije bavi se reSavanjem problema u kojima
neizvesnost u ulaznim parametrima ili okruzenju igra klju¢nu ulogu, $to zahteva koris¢enje
metoda koje uzimaju u obzir raspodele slu€ajnih promenljivih 1 slucajni karakter njihovih
promena.

Kombinacija naprednih algoritama i metoda koje omogucéavaju uzimanje u obzir uslova
neizvesnosti moZze igrati kljuénu ulogu u efikasnom reSavanju problema planiranja i rasporedivanja
resursa. Planiranje poizvodnje u dinami¢nim uslovima okruZenja poseban fokus mora staviti na
formiranje pravilnog sekventnog rasporeda poslova primenom alata stohasticke optimizacije.
Navedeni problem prvi put se razmatra u istraZivanju Dantzig-a (Dantzig, 1955) polovinom proslog
veka.

Kada je re€ o stohasti¢kom programiranju u nauc¢noj literaturi uocava se podela metoda
na dve osnovne grupe: implicitne 1 eksplicitne metode. Ova klasifikacija zasniva se na nafinu
na koji se neizvesnost integriSe u proces optimizacije. Eksplicitne metode direktno modeliraju
neizvesnost kroz slu¢ajne promenljive, dok implicitne metode koriste aproksimacije i scenarije

kako bi se uz neizvesnost osigurala resenja u razli¢itim uslovima (Markovi¢, 2018).
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U slucaju kada je funkcija cilja stohasticke prirode zadatak optimizacije je minimizacija
ili maksimizacija matemati¢kog ocekivanja funkcije cilja f;(x) i podrazumeva pronalaZenje

optimalnog resenja unutar definisanog prostora pretrage (Vujosevic, 1988):
min/max f;(x), (i=12,..,N), (4.4)

dok se sa druge strane zadatak moZze definisati na nacin da je potrebno pronaci optimalno
reSenje x koje minimizuje ili maksimizuje verovatnoc¢u da svaka funkcija f;(x) dostigne ili

prevazide zadatu vrednost f;, unutar definisanog prostora pretrage resenja.
min/max P[f;(x)]=f,, (i=12,..,N). (4.5)

Prema Sen-u (Sen, 2013) stohasti¢ko programiranje obuhvata optimizaciju modela u
kojima pocetni uslovi problema zavise od neizvesnih dogadaja. Prema Yang-u (Yang, 2010)
stohasti¢ko programiranje koristi funkciju gustine verovatnoce f(x), sa posebnim fokusom
na srednju vrednost ciljne funkcije kao kljucni kriterijum za donoSenje odluka u uslovima
neizvesnosti. Uslovi neizvesnosti dogadaja mogu dovesti do velikih odstupanja i ocekivanja
realnih vrednosti funkcije cilja. Jedan od nacina resavanja ovakvih problema je definisanje
optimizacionih promenljivih i neizvesnosnih dogadaja na osnovu slucajnih promenljiva. U
zavisnosti od pocetnih uslova i karaktera slu¢ajnih promenljivih razlikuju se dva tipa njihovih

raspodela verovatnoce: diskretne raspodele i neprekidne raspodele.

4.2.1 Model stohastickog planiranja i rasporedivanja resursa primenom

normalnog zakona raspodele verovatnoce

Normalna raspodela ili Gausova raspodela jedna je od najvaznijih raspodela u
statistici 1 teoriji verovatnoce. Njena osnovna karakteristika je simetri¢na kriva u obliku
zvona, koja opisuje raspodelu vrednosti slucajne promenljive oko srednje vrednosti.
Normalnu raspodelu definiSu dva osnovna parametra: oc¢ekivana vrednost u i1 standarna
devijacija . Neophodno je napomenuti da pri optimizaciji realnih slucajeva u praksi i
reSavanju razliCitih problema u statistici umesto slu¢ajne promenljive X, sa parametrima
normalne raspodele N(u, ?), koristi se standardizovana slu¢ajna promenljiva Z, koja ima
raspodelu N(0,1) sa nultom srednjom vredno$éu i jedniénom standarnom devijacijom.
Transformacija sluc¢ajne primenljive X u standardizovanu promenljivu Z dobija se prema

slede¢oj jednacini (Petrovi¢, 2018):

Z= (4.6)
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U nastavku rada detaljno je opisan sluc¢aj problema planiranja i rasporedivanja

resursa kod koga vremena obrade poslova na maSinama stohpt;j, predstavljaju normalno
raspodeljene slucajne promenljive. SluCajna promenljiva stohpt;j, predstavljena je kao
nezavisna slucajna promenljiva sa funkcijom raspodele F;j, oCekivanom vrednoScu p;jy 1
disperzijom aizjk. Ukupno vreme funkcije cilja stohCt,,,, predstavlja ukupno vreme

zavrsetka svih poslova u okviru procesa planiranja, uzimajuéi u obzir stohasticku prirodu
vremena obrade. Na slici 4.4 predstavljene su opisane promenljive u grafickom obliku radi

vizuelnog prikaza i lakSeg razumevanja njihovih odnosa i karakteristika.

A

H111 . Hi21 . H131
J. ) | \ |

Masina 1 Posao 1 Posao 2 Posao 3

-

- . I Ll
i i Vreme

stof'lCtl stoI{Ctz Stothtmax

Slika 4.4 Grafi¢ki prikaz 1 pojaSnjenje slucajnih promenljiva i funkcija cilja

S obzirom na to da vremena obrade poslova nisu deterministicka, ve¢ se modeliraju
kao sluc¢ajne promenljive sa narmalnom raspodelom, stohCt,,,, takode postaje slucajna
promenljiva. Funkcija raspodele Ftonct,,,, U tom sluCaju opisuje verovatnocu da ¢e vrednost
stohCt,,q, biti manja ili jednaka odredenoj vrednosti. Cilj posmatranog problema je
identifikacija minimalne vrednosti funkcije cilja stohCt,,,, koja zadovoljava uslov
P(Fstothmax < stohC tmax) > a, pri ¢emu je a unapred zadati nivo poverenja. U ovom
slucaju ¢ = 0,95, §to odgovara verovatno¢i dogadaja od 95%. Inverzna funkcija

FS_téthmax (@), omogucava odredivanje vrednosti funkcije cilja stohCt,,,, za zadatu vrednost

a = 0,95, pri ¢emu vazi uslov Fs_ttlthtmax (a) = stohCty,,y, ako i samo ako P(Fstothmax <
stohC tmax) = a (Daniéls, 2013). Konkretan postupak rasporedivanja poslova (operacija) na

masinama u proizvodnom procesu i implementacija parametara normalne raspodele u taj proces

prikazan je u nastavku u slucaju problema koji je prikazan na slici 4.5.

A

Masina 2 0122 .

Masina 1 0111 0211

»
|

510hClypax

Slika 4.5 Graficki prikaz rasporeda operacija na maSinama
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Kao $to se moze videti na slici 4.5, problem se sastoji od posla J; = (0;11,0211), koji
se izvrSava na masini M; i posla J, = (012;) koji se izvrSava na masSini M,. Zadatak je
rasporediti poslove na skupu m maSina M, = {My, M, ..., M,,}, pri Cemu svaki posao J; (j =

1,2,...n) ima odredeni broj operacija (01,5, 03 , ..., Op; ;).

Prvi korak predstavlja definisanje slucajnih promenljivih za ukupno vreme izvrSavanja
operacija na masinama. Ukupno vreme izvrSavanja operacije 0;1; na masini M; u skladu sa
parametrima normalne raspodele moZe se zapisati u sledeCem obliku Njjj (ui ko crizjk) =
N;11(7,0.25). Takode, ukupno vreme izvrSavanja operacije 0,7, na masini M; prema zakonu
normalne raspodele moze se zapisati kao N,;4(11, 0.25) i ukupno vreme izvrSavanja operacije
01, na masini M, prema zakonu normalne raspodele mozZe se predstaviti kao N;,,(16,0.25).

Ukupno vreme izvrSavanja operacija na masinama, §to predstavlja optimalnu vrednost
funkcije cilja stohCt,,,,, kada vremena trajanja pojedinih operacija imaju normalni zakon

raspodele, moze se zapisati slede¢om jednac¢inom:
max(N(7,0.25) + N(11,0.25),N(16,0.25)) 4.7)

Prema (Daniéls, 2013) zbir dve nezavisne, normalno raspodeljene slucajne promenljive

je opet normalno raspodeljena slucajna promenljiva 1 moze se predstaviti u slede¢em obliku:

N (ux, 02,) + N(uy,, 02,) = N (x, + px,, 03, +0%,) (4.8)

Na taj na¢in ukupno vreme trajanja operacija 0 1 0, ; koje se izvrSavaju na masSini
M; 1 koje su definisane normalno raspodeljenim vrednostima vremena trajanja, moze se dobiti
sabiranjem pojedina¢nih vremena trajanja operacija.

Sledec¢i korak jeste poredenje dve slucajne veli€ine sa normalnim zakonima raspodele.
Optimalna vrednost ciljne funkcije stohCt,,,, na osnovu prethodnih uslova verovatnoc¢e ima

slede¢i oblik:
P(max(N(18,0.5),N(16,0.25)) < stohCtyqy) = @ = 0,95 (4.9)

Jednacina (4.9) definiSe uslov da maksimalne vrednosti vremena izvr§avanja operacija
na maSinama M; i M,, u obliku, N(18,0.5) i N(16,0.25), budu manje ili jednake od ukupne
vrednosti ciljne funkcije stohCt,,,, sa procentulalnom verovatno¢om od 95%.

S obzirom na to da je izvrSavanje operacija na maSinama M, i M, nezavisno jedno od
drugog, mogu se uvesti dve nove nezavisne sluCajne promenljive X, ¥, Cime se omogucava

pojednostavljeno modeliranje raspodele vremena izvrSavanja operacija. U tom kontekstu,
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funkcije raspodele oznacene su kao Fxg 1 Fy,, pri Cemu svaka funkcija opisuje verovatnocom
definisan odnos izmedu vrednosti promenljive i njenog moguceg ishoda.
Maksimum normalno raspodeljenih slucajnih veli¢ina nije nuzno normalna slucajna

veli¢ina. Generalno, funkcija raspodele Fx v, maksimuma max(Xg, Yh) moze se predstaviti

kao Fxg - Fy, . Dodatno vazi:

P(max(Xy,Yy) < stohCtyay) = P(Xy; < stohCtpgy ) P(Yy < stohCtygy) (4.10)

U razmatranom primeru moze se uvesti pretpostavka da je vrednost slucajne
promenljive N (18, 0.5) veca od vrednosti druge slu¢ajne promenljive N(16,0.25). Zbog toga

se moze prevashodno razmatrati uslov:

(N(18,0.5) < stohCt},,) = a = 0.95 (4.11)

gde nova funkcija cilja, oznacena kao stohCt}l,,, predstavlja blisku aproksimaciju optimalnom

reSenju prethodne ciljne funkcije stohCty,,,. Vrednost nove ciljne funkcije stohCtl, .,
izraCunava se koriS¢enjem  slucajne promenljive X, =N (,uxg,a)?g) = N(18,0.5).
Transformacija sluCajne primenljive X; u standardizovanu promenljivu Z dobija se prema
sledecoj jednacini:

X, — 1L stohCt} . — 1
P(X, < stohCtha,) = P( g o mer Xg) - P(Z<72) (4.12)

o Xg () Xg

Nova standardizovana sluc¢ajna promenljiva Z sada ima oblik:

stohCt} ., — Hx,
s = (4.13)

o Xg

Ocitavanjem vrednosti parametra z iz tabele normalne raspodele za zadatu vrednost
parametra @ = 0.95, dobija se z =1.646. Prema tome vrednost funkcije cilja stohCt},,,, koja
je bliska aproksimacija prethodne ciljne funkcije stohCt,,,, moze se izracunati sledeCom

jednacinom:

StohCthq, = 1.646 0y + iy, = 1.646v0.5 + 18 ~ 19.163 (4.14)

Nakon izraGunavanja vrednosti Ctl,,, = 19.163 potrebno je proveriti prethodno

uvedenu pretpostavku priblizne jednakosti stohCt} ., = stohCtp,g,. Transformacijom
slucajne primenljive Y, = N (uyh, a,?h) = N(16,0.25) u standardizovanu promenljivu Z, moze

se izraCunati vrednost parametra z na osnovu sledeceg izraza:
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- StohCtpay — Uy, _ 19163 -16 _ 6326 (4.15)
o7 V0.25 ' |

Iz tabele normalne raspodele, prema dobijenoj vrednosti parametra z = 6.326, ocitava
se vrednost parametra @ = 1. Prema tome, vrednost priblizne aproksimativne funkcije cilja
stohCt}, ., mozZe se predstaviti sledeéim jednacinom:

P(max(Xg, Yh) < stothmax) =
(4.16)
P(max(X,,Yy) < stohCtha,) = (0.95)(1) = 0.95
JednacCina (4.16) pokazuje da maSina M; 1 masSina M, nece raditi duze od vrednosti

funkcije cilja stohCtl,,, = 19,163 sa nivoom poverenja od 95%.

4.2.2 Model stohastickog planiranja i rasporedivanja resursa primenom

eksponencijalnog zakona raspodele verovatnoce

Jedan od vaznih alata za modeliranje vremenskih intervala u stohastickim procesima jeste
eksponencijalna raspodela. Eksponencijalnu raspodelu opisuje parametar A koji predstavlja
brzinu kojom se dogadaji realizuju. Dogadaji se odvijaju konstantom brzinom (A = const.)
nezavisno od proteklog vremena i poslednjeg realizovanog dogadaja. Funkcija gustine za
sluajnu promenljivu X ~ € (1) prema zakonu eksponencijlane raspodele moze se predstaviti
kao (Petrovi¢, 2018):

de X, ako jex >0

4.1
0, u suprotnom @.17)

fi) = {

gde parametar x predstavlja nenegativan broj, dok broj e predstavlja matematicku konstantu
koja je osnova prirodnog logaritma. Kumulativna funkcija eksponencijelne raspodele moze se

predstaviti kao:
Flx)=1—e* (4.18)

U nastavku rada detaljno je opisan slucaj problema planiranja i rasporedivanja resursa
kod koga vremena obrade poslova na maSinama stohpt;; imaju eksponencijalne zakone
raspodele. Srednja vrednost i1 standarna devijacija u slucaju eksponencijlnog zakona raspodele

definiSu se kao reciproCna vrednost parametra lambda 1/A;j,. Prema tome, vreme obrade

. Kaoiu

poslova na maSinama je sluCajna promenljiva stohpt;j,, gde je /L-ijSwhpt
ijk
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prethodnom slucaju kao funkcija cilja moZe se razmatrati ukupno vreme zavrsetka svih poslova
u okviru procesa planiranja stohCt,, 4.
Na slici 4.6 predstavljene su opisane veliCine u grafickom obliku radi vizuelnog prikaza

i lakSeg razumevanja njihovih odnosa i karakteristika.

3
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Masina 1 Posao 1 Posao 2 Posao 3

-

. . L
i i ' Vreme

stohCt,  stohCt, StOhCligy
Slika 4.6 Graficki prikaz 1 pojaSnjenje slucajnih velicina i funkcija cilja

S obzirom na to da vremena obrade poslova nisu deterministicka, ve¢ se modeliraju kao
slu¢ajne promenljive sa eksponencijalnom raspodelom, stohCt,,,, takode predstavlja slu¢ajnu
veli¢inu. Funkcija raspodele Fionct,,,, (StOhpt;ji) u tom sluCaju opisuje verovatnocu da ¢e
vrednost stohCt,,, biti manja ili jednaka odredenoj vrednosti. Konkretan postupak
rasporedivanja poslova (operacija) na masinama u proizvodnom procesu i implementacija
parametara eksponencijalne raspodele u taj proces prikazan je u nastavku u sluc¢aju problema
koji je prikazan na slici 4.7.

A
1 1

Masina 2 0122 |

Masina 1 Ol11 0211

[
>

stohCtmax

Slika 4.7 Graficki prikaz rasporeda operacija na maSinama

Kao $to se moze videti na slici 4.7, problem se sastoji od posla J; = (0;11,0211), koji
ima dve operacije i koje se izvrSavaju na masini M; i posla J, = (0;;,) koji se izvrSava na
masini M, 1 satoji se od samo jedne operacije. Zadatak je rasporediti poslove na raspolozivim
maSinama M, = {Mj, M}, pri ¢emu svaki posao J; (j = 1,2) ima odredeni broj operacija.

Prvi korak predstavlja definisanje slucajnih promenljivih za ukupno vreme izvrSavanja
operacija na masinama. Ukoliko vreme izvrSavanja operacije O;4; na maSini M; ima
eksponencijalni zakon raspodele, moze se zapisati u obliku X; ~ Exp (4111). Sli¢no, vreme
izvrSavanja operacije 0,1, na masini M; prema zakonu eksponencijalne raspodele moze se

zapisati kao X, ~ Exp (4,41) 1 vreme izvrSavanja operacije O;,, na masini M, kao

62



Poglavlje 4 DOKTORSKA DISERTACIJA

, . . 1 1 ”
X3 ~Exp (A122). Neka su zadate sledec¢e brojcane vrednosti: A1, = T Ay = T, Za masinu

M;i1 Aqpp = % za maSinu M,.

Ukupno vreme trajanja obrade operacija na masinama, Sto predstavlja optimalnu
vrednost funkcije cilja stohCt,, 4, moze se odrediti kao maksimum ukupnih vremena obrade
na jednoj 1 drugoj masini, pri cemu ukupno vreme obrade na masini M; predstavlja zbir dve
slu¢ajne promenljive X; 1 X».

Prema (Lei, 2011) kada su parametri ekponencijalne raspodele razliCiti (1111 #

A,11), funkcija gustine se izracunava kao:

114211 2
——— [e~huz _ g~tenrz] akojez >0
fr,4x,(2) = 211 — A1 [ ] J (4.19)
0, u suprotnom

gde je z = stohCt,,,,, dok kumulativna funkcija raspodele se moze izraziti primenom

jednacine (4.20):

Fx,+x,(StORCtyay) = P (X1 + X3 <StohCtypgy) =0,95 (4.20)
Prethodni izraz u razvijenom obliku se moZe napisati na slede¢i nacin:

FX1+X2(St0thmax) :P(Xl + X2 <StOthmax) :1 -

N 3 (4.21)
( 211 ,—A1115t0hCtmax _ ¢e—12115f0h5tmax) = 0,95

/1211_/1111 1211_1111

JednacCinama (4.20) 1 (4.21) definisan je uslov da zbir vremena izvrSavanja operacija
na masini M, predstavljen kao zbir dve slu¢ajne promenljive X; + X,, bude manji od ukupne
vrednosti ciljne funkcije stohCt,,,, sa procentulalnom verovatno¢om od 95%.

U nastavku je prikazan detaljan postupak izracunavanja funkcije cilja

stohCt,, 4, prema jednacini (4.21) uz primenu poznatih vrednosti A;1; = 2—11, Ay1q = >

12
(Le—hnstohﬁmm — Le—AZMStOthmax) =1-095=0.05 (4.22)
ﬂ'211 - ﬂ'111 1211 - 1111
izraCunavanje kojeficijenata:
A 7 A 4
211 _ 111 _ (4.23)

3'211 - )-111 - 3 /1211 - /1111 a 3

zamenom dobijenih vrednosti u jednacinu (4.21) dobija se:

63



Razvoj modela za optimalno planiranje i rasporedivanje resursa u malim i srednjim preduze¢ima u uslovima neizvesnosti

Ze—%stothmax _ fe—%stothmax = 0.05 (4_24)
S obzirom na to da jednacina sa eksponencijalnim funkcijama nije pogodna za

analiticko reSavanje, pristupa se numeri¢koj metodi. Iterativnom procenom, trazi se vrednost

funkcije cilja stohCt,,,, koja zadovoljava datu jednacinu. Vrednosti stohCt,,,,= 80 minuta

daje sledece rezultate:

21 ~ ¢ 381 »
e e 0,0221 (4.25)

e 12 =~ e7%%7 = (0,0012

Zamenom dobijenih vrednosti jednacine (4.25) u jednacinu (4.24), vazi:

7-0,0221 -4-0,00127 = 0,14962 = 0.15 (4.26)

Kako je vrednost 0,14962 vrlo bliska desnoj strani jednacine 0.15, moze se
zakljuciti da je vrednost funkcije cilja stoh(Ct,,,, = 80 minuta, §to zadovoljava postavljeni
uslov jednacine. Iz tog razloga dobijena vrednost se moze prihvatiti kao priblizno reSenje
jednacine. U kontekstu problema, to znaci da vrednost funkcije cilja stohCt,,,, = 80
minuta, zadovoljava nivo poverenja od 95%.

Slede¢i korak jeste poredenje novo dobijene slucajne veli¢ine X; + X, sa viemenom
obrade na masini M, koje ima oblik X3 ~ € (113,). S obzirom na to da je izvrSavanje
operacija na masinama M, 1 M, nezavisno jedno od drugog, potrebno je definisati uslov da
maksimalne vrednosti vremena izvrSavanja operacija na maSinama M, i M, nece biti duza
od ukupnog vremena ciljne funkcije stohCt,,,,. Za vrednost funkcije cilja stohCt,,,, =
80 minuta, koje je dobijeno u prethodnom koraku, potrebno je proveriti procentualnu
verovatno¢u da vreme obavljanja operacije 0;,, na masini M, nece biti duze od ukupnog

zbirnog vremena obavljanja operacija 0114 1 0,11 na masini My:

P = (X5 < stohCt ) = 1 — e A1225t0hCtmax = | _ o= 0058823580 = 0 99 ~ 1 (4.27)

To dalje znaci da se sa procentulalnom verovatno¢om od 99% moze tvrditi da vreme
obrade na masini M, nece biti duza od vremena obrade na masini M.

[z uslova poredenja vrednosti maksimuma na masini M; 1 maSini M, sledi da je:

P(max(X, + X, X3 < stohCt,q,) = P(X; + X,

(4.28)
< stohCtygy) - P(X3 < stohCt,,,) = 0,95 -1 =0,95
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Jednacina (4.28) pokazuje da maksimalne vrednosti vremena izvrSavanja operacija na
masini M; 1 maSini M, nec¢e biti duza od vrednosti funkcije cilja stohCt,,,,, sa nivoom

poverenja od 95%.

4.2.3 Model stohastickog planiranja i rasporedivanja resursa primenom

uniformnog zakona raspodele verovatnoce

Uniformna raspodela predstavlja neprekidnu funkciju raspodele verovatnoce na
intervalu [a, b], gde granice intervala predstavljaju parametre raspodele, a verovatnoca
dogadaja ima konstantnu vrednost na tom intervalu. Notacija slucajne promenljive prema
zakonu uniformne raspodele moze se zapisati kao X ~ U (a, b), gde su a i b donja odnosno

gornja granica intervala. Funkcija gustine moze se predstaviti jednac¢inom:

1
fe) ==, zaa<x<bh (4.29)
dok funkcija raspodele ima sledeci oblik:
0, za x<a
x—a
F(x) = Pyt zaa<x<bh (4.30)
1, za x=b

Srednja ili o¢ekivana vrednost moze se predstaviti jednacinom:

a+b
E(x) = 5 (4.31)
dok je standardna devijacija predstavljena sledeCom jednacinom:
(b —a)
D(x) = |[——=— (4.32)
(x) 17

U nastavku rada detaljno je opisan slucaj problema planiranja i rasporedivanja resursa
kod koga vremena obrade poslova na maSinama stohpt; . predstavljaju uniformno raspodeljene
sluCajne promenljive. SluCajna promenljiva prema zakonu uniformne raspodele stohpt;jy,
X~U (al-jk, bl-jk), predstavlja vreme izvrSavanja operacija na masinama. Slicno kao i u
prethodnim modelima funkcija cilja stohCt,,,, predstavlja ukupno vreme zavrSetka svih
poslova u okviru procesa planiranja, uzimajuci u obzir stohasticku prirodu vremena obrade.

Na slici 4.8 predstavljene su opisane promenljive u grafickom obliku radi vizuelnog

prikaza 1 lakSeg razumevanja njihovih odnosa 1 karakteristika.
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1 (‘1111;l b111) :(a121»lb121) : (a131,kb131) |
\
Masina 1 Posao 1 Posao 2 Posao 3
i i ! Vreme >
stof'lCtl stohICtz StOthmax

Slika 4.8 Graficki prikaz i pojasnjenje slucajnih promenljiva 1 funkcija cilja

Konkretan postupak rasporedivanja poslova (operacija) na maSinama u proizvodnom
procesu 1 implementacija parametara uniformne raspodele u taj proces prikazan je u nastavku

u slu¢aju problema koji je prikazan na slici 4.9.

A

Masina 2 0122 I

Masina 1 0l11 0211

-
Ll

stohCtmax

Slika 4.9 Graficki prikaz rasporeda operacija na masinama

Kao $to se moze videti na slici 4.9, problem se sastoji od posla J; = (0;11,0211), koji
ima dve operacije i1 koje se izvrSavaju na masini M; i posla J, = (0;,,) koji se izvrSava na
masini M, 1 satoji se od samo jedne operacije. Zadatak je rasporediti poslove na raspolozivim
maSinama M, = {Mj, M}, pri ¢emu svaki posao J; (j = 1,2) ima odredeni broj operacija.

Prvi korak predstavlja definisanje slu¢ajnih promenljivih koje predstavljaju vremena
izvrSavanja operacija na masinama. Ukupno vreme izvrSavanja operacije 0,1, na masini M; u
skladu sa parametrima uniforme raspodele moze se zapisati u sledeCem obliku
X; ~ U (aq11, b111) = U (0, 21). Sli¢no, ukupno vreme izvrSavanja operacije 0,;; na masini
M, prema zakonu uniformne raspodele moze se zapisati kao X, ~ U (@511, b211) = U (21,33)
1 ukupno vreme izvrSavanja operacije 01,5, na masini M, prema zakonu uniformne raspodele
moze se predstaviti kao X5 ~ U (@152, by2) = U (0,17).

Cilj je odrediti ukupnu vrednost funkcije cilja stohCt,,,,. Prvi korak jeste definisanje
zbira dve sluc¢ajne promenljive X, ~ U (0,21) 1 X, ~ U (21, 33), koje se izvrSavaju na istoj
masini M;. Kao i u prethodna dva slucaja to ¢e biti uradeno uz uslov da procentualna

verovatnoca realizacije bude 95%.

P(X1 + XZ < StOthmax) = 0,95 (433)
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JednaCina (4.32) definiSe zbir vrednosti sluc¢ajnih promenljiva na osnovu zakona
uniformne raspodele na masini M,, gde zbir slu¢ajnih promenljiva X; + X, = X, ~ U (0, 33),
treba da bude manji ili jednak od ukupne vrednost funkcije cilja stohCt,,,, sa procentulalnom

verovatno¢om od 95%. Dodatno vazi:

F(stohCtygy) = P(X4 < stohCtpay) = (stohCtpax — A141) (4.34)

b141 — Q141
Ako je X, ~ U (0,33) i trazi se funkcija cilja stohCt,,,, za P(X, < stohCt,g,) =

0,95, onda vazi slede¢i postupak:

_ StohCtya, — 0

= 4.35
095 33 -0 (339

stohCtmgy = 0,95 - 33 = 31,35 (4.36)

iz toga vazi da funkcija cilja stohCt,,,,, ima ukupnu vrednost na osnovu zakona uniformne
raspodele stohCt,,,, = 31,35 minut.
Slede¢i korak jeste poredenje dve slucajne veli¢ine sa uniformnim zakonima raspodele.
S obzirom na to da je izvrSavanje operacija na masinama M; i M, nezavisno jedno od drugog,
potrebno je definisati uslov poredenja da maksimalne vrednosti vremena izvr§avanja operacija
na maSinama M; 1 M, nece biti duZze od ukupnog vremena ciljne funkcije stohCt,, -
Ukupno vreme izvrSavanja operacije 0., na masini M, moze se izraCunati pomocu

funkcije raspodele za vrednost z = stohCt, gy

0, za z<0
z—0
P(X3<2) = = 2a0<z<17 (4.37)
1, za z=>17

Pri tome je stohCt,,, = 31,35 = 17, §to predstavlja uslov da vreme obavljanja
operacije 0O;,, na masini M, nece biti duze od ukupnog zbirnog vremena obavljanja operacija
0111 10311 na masini M;, a samim tim i od ukupne vrednosti funkcije cilja stohCt,,,, sa

procentulalnom verovatno¢om od 95%.
stohCtyqy = 31,35 = 17,sledi da je P(X3 < stohCt,u,) =1 (4.38)

odnosno:
P(max(X; + X, = X4, X3 < stohCt,,q,) = P(X,

< StohCtpgay) - P(X5 < stohCtyg,) = 0,95 -1 = 0,95 (4.39)
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JednacCine (4.38) 1 (4.39) pokazuju da masSina M; i masSina M, nece raditi duze od

vrednosti funkcije cilja stohCt,,,, sa nivoom poverenja od 95%.

4.3 SUMIRANJE FUNKCIJA PRIMENOM METODE KONVOLUCIJE

Sumiranje nezavisnih empiriskih funkcija predstavlja veliki izazov, samim tim 1 veliki
motiv prilikom implementacije matematickog operatera konvolucija na primeru problema
planiranja i rasporedivanja resursa. Jedan od prvih nauc¢nika koji je razvio matematicki operator
konvolucija je matematicar Parzen (Parzen, 1960). Konvolucija je matematicki operater koji
sabiranjem dve nezavisne funkcije X 1 Y proizvodi trecu funkciju Z koja predstavlja zbir i
koli¢inu poklapanja sumiranih funkcija (Evans i Leemis, 2004). Konvolucija predstavlja
klju¢nu operaciju u teoriji verovatnoce 1 koristi se u razli¢itim granama matematike, fizike, kao
i u mnogim drugim nauc¢nim disciplinama.

Opsti oblik konvolucije zavisi od toga da li je definisana za kontinualne ili diskretne
funkcije. Kontinualna konvolucija koristi integraciju za funkcije definisane u neprekidnom
domenu, dok diskretna konvolucija koristi sumiranje nad kona¢nim ili beskona¢nim nizovima
diskretnih podataka (Thomas, 1977).

Kontinualna konvolucija koristi integral kako bi izracunala preklapanje dve funkcije u
neprekidnom domenu, $to je korisno u analizi signala, sistemima sa neprekidnim podacima i
modeliranju funkcija gustine verovatnoce. OpSti oblik prikazan je sledeCom jednacinom

(Parzen, 1960):

(f+8)(0) = j F@g(t— 1) dr (4.40)

gde f(7) predstavlja funkciju gustine ili bilo koju drugu funkciju u zavisnosti od primenjene
oblasti. Funkcija g(t — ) predstavljaja transformisanu verziju funkcije f(7), pri ¢emu se vrsi
simetri¢na transformacija oko ose 7 (tj. zamenjuje se T sa —7), nakon ¢ega se funkcija pomera
za vrednost t. Pri ¢emu 7 predstavlja promenljivu integracije a t vreme.

U nastavku, prikazan je konkretan primer kontinualne konvolucije sa dve funkcije

definisane u neprekidnom vremenskom domenu:

f(t)={é,’ 0<tg?2 (4.41)

g(t) = e tu(t) (4.42)

gde je u(t) jedini¢na stepenasta funkcija koja je definisana kao:
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u(t)={(1)’ t=>0

’ £ <0 (4.43)

Osnovi cilj je izracunati konvoluciju slucajnih promenljivih primenom jednacine
(4.40). Sumiranjem dve nezavisne funkcije, koje su predstavljene jednac¢inama (4.41) 1 (4.42)
i primenom kontinualne konvolucije, dobijena je ukupna vrednost funkcije (f *g)(t) u

slede¢em obliku:

Fr@={E DT 120 (4.44)

Graficki prikaz dobijenih rezultata predstavljen je na slici 4.10, gde su prikazane

raspodele slucajni promenljivih pre i nakon primene kontinualne konvolucije.

Pravougaona funkcija f(t)

1
{ Ao
0 . .

—4 -2 0 2 4
t

Eksponencijalna funkcija g(t)

—4 -2 0 2 4
t

Rezultat konvolucije (f* g)(t)

— (F*g)(D)
0.5 { /x
0.0 . |

Slika 4.10 Graficki prikaz dobijenih rezultata primenom kontinualne konvolucije

Diskretna konvolucija se primenjuje na diskretne nizove podataka i racuna se kao suma
proizvoda elemenata dve sekvence. Opsti oblik predstavljen je jednacinom (Parzen, 1960):

(o]

(f @l = ) flklgln k] (4.45)

k=—o0

gde f[k] predstavlja bilo koju numeri¢ku sekvencu zadatu u vidu niza podataka. Diskretna
funkcija g[n — k], predstavlja transformisanu verziju funkcije f[k]. Konkretno, indeks
funkcije gustine g menja se iz k u n — k, §to omogucava poklapanje funkcije g sa funkcijom
f pri razliCitim vrednostima n, gde n predstavlja indeks izracunavanja rezultata diskretne
konvolucije (f * g)[n], tj. pokazuje kako se konvolucija menja za razli¢ite vrednosti. Pri tome
k predstavlja pomoc¢nu celobrojnu promenljivu. U nastavku, prikazan je primer diskretne

konvolucije sa dve diskretne funkcije definisane na skupu celih brojeva:
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=@ 13
= 19

Cilj je izracunati diskretnu konvoluciju primenom jednac¢ine (4.45). Posto su f[n] i
gln] funkcije definisane za kona¢an broj vrednosti, sumiranje se vrsi samo u opsegu gde se
funkcije preklapaju. Postupak izraCunavanja primenom diskretne konvolucije za razlicite

vrednosti n prikazan je u nastavku:
Zan = 0:vazi (f *xg)[0] = f[0] - g[0] = (1) - (1) =1 (4.48)

Zan = 1:vazi (f = g)[1] = f[0] - g[1] + f[1] - g[0] = (D) - (D + (2)- (1) =3 (4.49)

Zan = 4:vazi (f *g)[4] = f[2] - g[2] = (1) - (1) = 1 (4.50)

Sumiranjem dve diskretne funkcije definisane na skupu celih brojeva i primenom

diskretne konvolucije dobijen je zbir u sledecem obliku:

cot=() 553 1) (@31

U nastavku na slici 4.11 predstvljen je grafi¢ki prikaz dobijenih funkcija pre 1 nakon

primene operatora diskretne konvolucije.

Diskretna funkcija fin]

0 . . . , . :
0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
n
Diskretna funkcija g[n]
1.0 L] Y
0.5
0.0 . . . . . :
0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
n
Rezultat konvolucije (f* g)[n]
4

L 2 p

0.0 05 1.0 15 2.0 25 3.0 35 4.0

Slika 4.11 Graficki prikaz dobijenih rezultata primenom diskretne konvolucije
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4.3.1 Model stohastickog planiranja i rasporedivanja resursa zasnovan na

diskretnoj konvoluciji

U oblasti planiranja i rasporedivanja resursa ¢esto se susrecu stohasti¢ke promene
vremena obrade poslova, S§to zahteva primenu verovatnosnih metoda za precizno
modeliranje i optimizaciju. U nastavku rada, koriS¢ena je diskretna konvolucija kako bi se
odredilo ukupno vreme funkcije cilja Z = stohCt,,,,. Konkretno, razmatran je zbir
vremena dva nezavisne operacije, ¢ije vreme trajanja ima diskretne verovatnoce.

Prvi korak jeste definisanje nezavinih sluc¢ajnih promenljivih X i Y. U ovom slucéaju
promenljiva X predstavlja vreme trajanja prve operacije sa verovatno¢om dogadaja P(X),
dok promenljiva Y predstavlja vreme trajanje druge operacije sa verovatno¢om dogadaja
P(Y). Za dve diskretne sluc¢ajne promenljive X i Y, raspodela njihovog zbira Z izraCunava

se primenom diskretne konvolucije, koja je definisana jednac¢inom (Evans i Leemis, 2004):
P(Z=7)= Z P(X = n)P(Y = z —n) (4.52)
k

gde P(Z = z) predstavlja verovatno¢u da zbir Z moze imati vrednost z sa odredenom
verovatno¢om. Izraz P(X = n) predstavlja verovatno¢u da promenljiva X moze imati
vrednost k sa odredenom verovatno¢om, dok P(Y = z —n) predstavlja verovatno¢u da
promenljiva Y moZe imati vrednost z — n sa odredenom verovatno¢om. Jednacina (4.45)
koja ukljucuje funkcije f[k] 1 g[k] u ovom slucaju su P(X) i P(Y) i predstavljaju
verovatnoce, dok promenljiva n predstavlja zbir dve slu¢ajne promenljive.

U nastavku rada predstavljeni su koraci primene diskretne konvolucije na
konkretnom primeru planiranja i rasporedivanja poslova.

Prvi korak: Prvi korak u primeni diskretne konvolucije jeste definisanje slucajnih

promenljivih. Za svaku slu€ajnu promenljivu potrebno je odrediti odgovarajuce

verovatnoce:
6,600 6800 7,000 7200 7400
P(X)_{0,0434 0,1304 021739 0.04347 0,17391} (4.53)
10,600 10,800 11,000 11,200 11,400
P (Y)—{0,0952 02380 01428  0.0952 0,04761} (4.54)

Drugi korak: Primena operatora diskretene konvolucije:
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U ovom koraku sledi primena operatora diskretne konvolucije u svrhu izraCunavanja
raspodele zbira slucajnih promenljivih. Za ovaj proracun koristi se operator konvolucije, koji
je prethodno definisan jednac¢inom (4.52).

To znacdi da se za svaku mogucu vrednost zbira slu¢ajnih promenljivih Z iz skupa:
Z =[17,200 17,400 17,600 17,800 18,00 18,200 18,400 18,600 18,800] (4.55)

vr$i sabiranje svih mogucih kombinacija vrednosti promenljivih X 1 Y.

Za svaku kombinaciju X = niY = z — n, mnoze se odgovarajuce verovatnoce Py (k),
Py (z — n), a zatim se ti proizvodi sabiraju za sve dozvoljene vrednosti n. Na taj nacin se dobija
konac¢na raspodela verovatnoca za zbir Z = X + Y.

Prakti¢na realizacija objasnjenog postupka prikazana je u daljem tekstu:

Ako je z = 17,2, tada se za svaku vrednost promenljive n iz skupa X racuna razlika: 17,2 — n.
P,(17,2) = z Py (n)Py (17,2 — 1) (4.56)
k

Zatim se proverava da li ta razlika pripada skupu mogucih vrednosti promenljive Y. Na
primer:
e Zan = 6,6:
17,2—-6,6 = 10,6 ( pripada skupu Y)
Vrednost 10,6 pripada skupu
promenljive Y sa verovatnoc¢om:
Py(10,6) = 0,09523

Sli¢nim postupkom proveravaju se i1 ostale vrednosti promenljive n:

e Zan = 6,8:

17,2 — 6,8 = 10,4 (ne pripada skupu Y)
o Zan=17:

17,2 — 7 = 10,2 (ne pripada skupu Y)
o Zan=72:

17,2 — 7,2 = 10 (ne pripada skupu Y)
o Zan=74:

17,2 — 7,4 = 9,8 (ne pripada skupu Y)

Iz proracuna se moze zakljuciti da samo za vrednost n = 6.6 postoji odgovarajuca

vrednost u skupu Y. Dakle, verovatnoca za P,(17,2) dobija se sledecom jednac¢inom:
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P,(17,2) = Px(6,6) - Py(10,6) = 0,0434 - 0,09523 = 0,0041 (4.57)

Nakon izracunavanja vrednosti z — n za sve moguce vrednosti promenljive X, na sli¢an
nacin se odreduju pripadajuce verovatnoc¢e zbira Z. Ukupna vrednost raspodele P, prikazana

jeizrazom 4.58, ¢ime se zavrsava postupak diskretne konvolucije za date slu¢ajne promenljive.

P(2) _{17,200 17,400 17,600 17,800 18,000 18,200 18,400 18,600 18,800} (4.58)
~ 10,0041 0,0228 0,0580 0,0787 0,0720 0,0740 0.0393 0,0180 0,0083

Graficki prikaz vrednosti funkcije cilja Z = stohCt,,,,, koja predstavlja raspodelu

verovatnoc¢a dobijenu primenom diskretne konvolucije, moze se videti na slici 4.12.
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X17.6

0.06 - Y 0.0579558

0.05 |~
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Verovatnoca
o
o
B
|

o

=

@
I

X17.4
Y 0.022754

0.02 |-

X 18.8
0.01 - XA7:2 Y 0.00827812

Y 0.00413298

17 172 174 176 17.8 18 182 184 18.6 18.8 19
Funkcija cilja stohCtmax

Slika 4.12 Graficki prikaz vrednosti funkcije cilja primernom operatora diskretne konvolucija

na primeru planiranja i rasporedivanja poslova

4.4 IMPLEMENTACIJA FAZI LOGIKE U MODELIMA PLANIRANJA 1
RASPOREDIVANJA RESURSA

Fazi logika je matematicka teorija koja se koristi za modeliranje neizvesnosti u
procesima donoSenja odluka. U konvencionalnoj logici, iskazi su obic¢no istiniti ili lazni, dok
fazi logika omogucava iskaze koji mogu biti delimi¢no istiniti. Teoriju fazi skupova je
predlozio (Zadeh, 1965) sa namerom da generalizuje klasi¢no shvatanje skupa. Umesto da
elementi skupa pripadaju ili ne pripadaju skupu, kao u klasi¢noj logici, fazi skupovi
omogucavaju da elementi imaju stepen pripadnosti izmedu 0 1 1. Ova kombinacija pruza bolje
rezultate u situacijama kada su podaci neprecizni ili neizvesni, a kriterijumi za donoSenje

odluka su kompleksni 1 medusobno povezani.
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4.4.1 Algrebarske operacije nad fazi brojevima

U klasi¢noj matematici, brojevi se obi¢no smatraju tatnim i preciznim, npr. broj 5
predstavlja preciznu vrednost koja je istinita ili lazna. Medutim, u stvarnom svetu c¢esto se
susre¢emo sa situacijama u kojima informacije nisu potpune ili tacne, ve¢ postoje samo
delimi¢no ta¢ne informacije sa odredenim stepenom neizvesnosti. Fazi brojevi omogucavaju
modeliranje ovakvih situacija.

U daljem tekstu bi¢e razmatrani samo trougaoni fazi brojevi, zbog njihove
jednostavnosti i lako¢e modeliranja. Trougaoni fazi brojevi se sastoje od tri komponente: srednje
vrednosti, donje granice i gornje granice (Laarhoven i Pedrycz, 183). Vrednosti izmedu donje i
gornje granice predstavljaju stepen pripadnosti broju. Trougaoni fazi brojevi (7y,73,73)
predstavljaju raspon mogucih vrednosti za odredeni parametar ili promenljivu (Stankovié i
Petrovi¢, 2025).

U modelima planiranja i rasporedivanja resursa vrednost r, predstavlja ocekivanu ili
srednju vrednost vremena obavljanja operacija na masinama, dok r; i1 73 predstavljaju najraniju i
najkasniju granicu intervala tog vremena. Oblik funkcije pripadnosti u slucaju trougaonog fazi
broja, kojom se predstavlja neizvesnost dogadaja pri izvrSavanju poslova na masinama, moze se
graficki prikazati kao na slici 4.13 (Stankovi¢ i Petrovi¢, 2025).

A

p(x)

0; - Operacija

v

[ptijic
Slika 4.13 Graficki prikaz trougaonog fazi broja

Funkcija pripadnosti @ (x) moze se predstaviti u slede¢em obliku (Stankovié i Petrovié¢, 2025):

(0, X<n
.x_rl
, n<x<mn
27 h (4.59)
X) = T2 — X .
ue) =y zx ry <x <71
r3—";
0, X =713
\
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Kako bi se odredilo ukupno vreme trajanja obrade svih operacija na jednoj masini, nekog
razmatranog problema planiranja i1 rasporedivanja resursa, potrebno je izvrSiti sumiranje
pojednia¢nih vremena trajanja obrada na toj masini (Stankovi¢ 1 Petrovi¢, 2025). U tom smislu, u
daljem tekstu prikazane su osnovne algrebarske operacije koje se mogu primeniti na dva trougaona
fazi broja.

Neka su zadata dva trougaona fazi broja, koja predstavljaju vremena trajanja obrade

pojedinaénih operacija na istoj masini, u obliku 0, (1y,75,73) 1 04 (14,75, Te).
Operacija sabiranja trougaonih fazi brojeva:
01(H)0; = (11,12, 13)(H) (ra, 75, 76) = (11 + 14,72 + 15, +73 + 76) (4.60)
Operacija oduzimanja trougaonih fazi brojeva:
01(—)0; = (11,72, 73) (=) (14, 75, 76) = (ry = T4, 72 — T, T3 — T) (4.61)
Operacija mnoZenja trougaonih fazi brojeva:
01()0; = (r1,12,13) () (4, s5,76) = (11 * 14,73 15,73 " T6) (4.62)

Operacija deljenja trougaonih fazi brojeva:

—_ T Ty T3
01())0z = (1,15, 13) (/) (T4, 75, 76) = <—,—,—> (4.63)
Te Ts Ty
Reciprocna vrednost trougaonih fazi brojeva:
— 111
-1 — -1 (= - (464)
0y (ry,72,73) (T1 ' 'r3>

4.4.2 Kriterijumi poredenja fazi brojeva

Naredni korak u implementaciji fazi brojeva u modele planiranja odnosi se na
definisanje kriterijuma za poredenje dva fazi broja. Ovo je neophodno kako bi se definisala
procedura za poredenje ukupnih vremena trajanja obrade na dve razliite maSine. Da bi se
pravilno izvrSilo rangiranje 1 sortiranje fazi brojeva u literaturi se moZe naci postupak koji se
sastoji od tri kriterijuma (Wang, 2013), (Stankovi¢ i Petrovi¢, 2025):

Kriterijum 1: Poredenje dva fazi broja po prvom kriterijumu K; (0,) > K;(0,):

(ry +2r, +13)
4

K:(01) =

(4.65)
(ry + 215 + 1)

4

K:(0;) =
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Kriterijum 2: Ukoliko su vrednosti fazi broja prema kriterijumu K; jednake, poredenje
se nastavlja prema kriterijumu K,, pri ¢emu vazi:

K;(01) =13, K;(0;) =15 (4.66)

KZ (01) > KZ (02) Ondaje i 01 > 02
Kriterijum 3: Ako su vrednosti fazi brojeva prema kriterijumima K; i K, i dalje

jednake, konac¢no rangiranje se sprovodi prema kriterijumu K3, gde vazi:

K3(0,) =13 —1,K3(0,) =16 — 14
(4.67)

K5(0;) > K5(0,) onda jei 0, > 0,

4.5 METAHEURISTICKE METODE OPTIMIZACIJE ZA RESAVANIJE
PROBLEMA PLANIRANJA I RASPOREDIVANJA RESURSA

Metaheuristika predstavlja visi nivo heuristike i koristi se za odredivanje lokalnog
minimuma ili maksimuma u zavisnosti od funkcije cilja. Metaheuristika se prvi put pominje
jos davne 1986.godine (Glover, 1986).

Metaheuristicke metode optimizacije predstavljaju snazne algoritme koji se koriste
za reSavanje slozenih optimizacionih problema, ¢esto tamo gde klasicne matematicke
metode nisu efikasne. Ove metode zasnovane su na strategijama pretrage koje omogucavaju
nalaZenje priblizno optimalnih reSenja u prihvatljivom vremenskom okviru. Razli¢ite
metaheuristiCke metode optimizacije koriste razli€ite, specificne principe inspirisane
prirodnim ili dru$tvenim fenomenima.

Kljuéna prednost metaheuristika lezi u njihovoj sposobnosti da izbegnu lokalne
minimume 1 istraze veliki prostor mogucih reSenja, ¢ime se povecava verovatnoca
pronalazenja globalnog optimuma. Zbog svoje fleksibilnosti 1 primenljivosti u razli¢itim
domenima, metaheuristicke metode ¢esto se koriste u inZenjerstvu, logistici, ekonomiji 1
vestackoj inteligenciji.

4.5.1 Genetski algoritam

Genetski algoritam (GA) jedan je od najceSce primenjivanih metaheuristickih
metoda, kod koga osnovna ideja leZi u procesu evolucije. GA prvi put se pominje Sesdesetih
i sedamdesetih godina proslog veka od strane poznatog nauc¢nika Hollanda (Holland, 1962).

Opsti koraci GA predstavljeni su na slici 4.14.
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v

PodeSavanje ulaznih parametara optimizacije

v

Generisanje broja po¢etne populacija

v

Evaluacija svakog
pojedinca na osnovu
fitnes funkcije

I

Izbor pojedinaca

v

Primena GA
operatora: ukritanje,
mutacija

Slika 4.14 Graficki prikaz dijagrama toka GA

Prvi 1 osnovni korak u postupku ukljucuje podeSavanje ulaznih parametara
algoritma, koji imaju znacajan uticaj na funkciju cilja. Drugi korak podrazumeva
nasumicno generisanje pocetne populacije, dok tre¢i korak zahteva izracunavanje fitnes
funkcije za svaku jedinku u populaciji kako bi se omogucilo rangiranje hromozoma prema
njihovom doprinosu funkciji cilja.

Naredni korak u proceduri GA, poznat kao korak genetickih operatora, predstavlja
jednu je od najkriti¢nijih faza u celokupnom procesu. U ovom koraku primenjuju se sledeci
operatori:

o selekcija,
e ukrStanje,
e mutacija.

Osnova uloga pomenutih operatera kod GA algorima je: proces selekcije bira
najbolje jedinke na osnovu njihove prilagodenosti, proces ukr§tanja kombinuje delove dva
roditelja da bi stvorilo potomke dok mutacija unosi male nasumi¢ne promene kako bi se
ocuvala raznolikost i istrazila nova moguca reSenja. Primena GA za reSavanje problema

planiranja 1 rasporedivanja resursa moZze se videti u autorskim radovima (Stankovi¢ i sar.,
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2019), (Stankovi¢ i sar., 2020), (Stankovi¢ i sar., 2020), (Stankovic i sar., 2021), (Stankovi¢
1 sar., 2022), (Markovic i sar., 2024), (Stankovi¢ i Petrovi¢, 2025). Na slici 4.15 prikazana
je opsta procedura i pseudokod GA za optimizaciju problema planiranja i rasporedivanja

resursa (Yang, 2010), (Stankovi¢ i sar., 2022).

Opsta procedura Genetskog algoritma

pocetak
Funkcija cilja fix), x = (x1,....,xn) "
Inicijalizacija poCetne populacije u obliku hromozoma (binarni oblik
ili realni oblik hromozoma)
Generisanje pocetne populacije sa sekvetnim rasporedom poslova,
Sto predstavlja niz moguéih resenja
Definisanje verovatnoce ukrstanja pe
Definisanje verovatno¢e mutacije pp
while (¢ < definisanje maksimalnog broja iteracija)

Generisanje novog sekventnog rasporeda poslova

If p. > rand, Ukrstanje;

end if

If py > rand, Mutacija;
end if
Prihvatanje novog sekventnog rasporeda poslova ako je bolji
Odabir optimalnog resenja na osnovu funkcije cilja
end while
Stampanje optimalnog rasporeda poslova i vizualizacija na
gantogramu
kraj

Slika 4.15 Opsta procedura GA
4.5.2 Metoda simuliranog kaljenja

Kao $to je ranije receno, metaheuristicki algoritmi oponasaju prirodne procese. U
slucaju metode simuliranog kaljenja (SA) to je simulacija procesa kaljenja materijala.
Algoritam SA prvi put je predlozen od strane Kirkpatrick-a 1 njegovih saradnika
(Kirkpatrick i sar., 1983). Osnovna ideja je simulacija procesa hladenja materijala u kojem
se materijal zagreva do visoke temperature, a zatim polako hladi dostizu¢i stabilno stanje
(Markovi¢ 1 sar., 2023).

Proces hladenja kontroliSe se primenom faktora a (0 < a < 1), pri ¢emu se

temperatura u svakoj iteraciji smanjuje prema sledecoj jednacini (Petrovi¢, 2013):
Ty =Ty @ (4.68)

gde je T, - poCetna temperature, @ — faktor hladenja, i — trenutan broj iteracija.
Kako "temperatura" opada, verovatnoc¢a prihvatanja nedovoljno dobrih reSenja se

smanjuje, Sto vodi ka optimalnom reSenju. Ovakva procedura pretrage optimalnih reSenja
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je narocito korisna u planiranju i rasporedivanju resursa, gde postoji veliki broj sekvetnih
kombinacija (poslova, operacija, masina) i ogranic¢enja, a cilj je prona¢i dovoljno dobro
reSenje u razumnom vremenskom roku.

Procedura izvrSavanja SA algoritma najjasnije se moze predstaviti grafickom

prezentacijom dijagrama toka, Sto je prikazano na slici 4.16 (Kshirsagar i sar., 2020).

v

Podesavanje ulaznih parametara optimizacije

v

Generisanje broja pocetne populacija

v

Definisanje temperature

v

Evaluacija svakog
pojedinca na osnovu
fitnes funkcije

Izbor optimalnog re$enja

A4

Prihavati ili odbij novo
resenja primenom
kriterijuma verovatnoée

Y

Smanji temperaturu
primenom parametra
brzine hladjenja

Slika 4.16 Graficki prikaz dijagrama toka SA algoritma

Algoritam SA se Cesto koristi u oblasti planiranja i rasporedivanja resursa zbog
svoje sposobnosti da pretrazuje veliki prostor reSenja i1 prevazilazi lokalne minimume.
Konkretna primena algoritma SA za reSavanje problema planiranja i rasporedivanja resursa
predstavljena je u autorskim radovima (Stankovi¢ i sar., 2020), (Markovic i sar., 2020),
(Stankovi€ i sar., 2019).

Na slici 4.17 predstavljena je opSta procedura i pseudokod algoritma SA kroz

nekoliko koraka (Yang, 2010), (Stankovic 1 sar., 2020), (Markovi¢ i sar., 2023).
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Opsta procedura simularnog kaljenja
pocetak
Funkcija cilja %), x = (x1,...xp) "
Definisati pocetnu temperaturu 7p i poéetno inicijlno resenje x”
Podesiti kona¢nu temperaturu Tz i maksimalni broj iteracija maxlter
Definisati postepeni raspored hladjenja 7— a7, (0 < a < [)
While (T > Tri n < maxlter)
Nasumicno pomeranje na novim lokacijama: x,,; = xz+rand
IzraGunaj Af = fir1(Xa+1) -fa(xn),
Prihvati novo moguce resenje ako je bolje od prethodnog
If ako nije bolje reSenje onda generi$i novi random hroj r
Prihvati ako je p = exp [-Af/T] >r
end if
saCuvaj najbolje reSenje x~ i f+
n=n+l
end while
Stampanje optimalnog rasporeda poslova i vizualizacija na gantogramu
kraj

Slika 4.17 Opsta procedura SA algoritma
4.5.3 Optimizacija metodom rojeva Cestica

Optimizacija rojem cestica (PSO) predstavlja metodu optimizacije inspirisanu
kolektivnim ponaSanjem rojeva u prirodi. Ova metoda se zasniva na dinami¢kom kretanju
skupa Cestica kroz definisani prostor reSenja, pri cemu svaka Cestica prilagodava svoju
poziciju na osnovu sopstvenog iskustva i iskustva celokupnog roja. Na slici 4.18 prikazan
je graficki prikaz kretanja Cestica u pravcu optimalnog reSenja, ¢ime je prikazana opSta

procedura algoritma (Stankovi¢ i sar., 2020).

Slika 4.18 Opsta procedura i kretanje Cestica u pravcu optimalnog reSenja

Proces konvergencije reSenja ostvaruje se usmeravanjem kretanja Cestica ka
globalno optimalnoj vrednosti funkcije cilja, ¢ime se postize efikasna pretraga prostora
reSenja 1 povecava verovatnoca pronalaska optimalnog reSenja.

PSO algoritam je prvi put predloZen od strane autora Kennedy i Eberhar (Kennedy
i Eberhar, 1995). Klju¢ni faktori koji su osnova funkcionisanja PSO algoritma su: brzina

kretanja i polozaj Cestica. Polozaj Cestica predstavljen je kao X; = (x;1, X2, ..., X;p), dok
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brzina kretanja Cestica predstavljena je kao V; = (v;1, Vja, ..., V;p). PoloZaj svih Cestica
tokom pretrage optimalnog reSenja X;,,,k +1 mozZe se izraCunati sledeCom izrazom

(Yang, 2010):
Xk =xb + Vi At (4.69)

gde je X}, pozicija Gestice i u iteraci k + 1, At predstavlja vremenski interval pretrage,
Vi, brzinu estice i u iteraciji k + 1, dok x%. predstavlja poziciju iste estice u prethodnoj
iteraciji k.

Brzina kretanja Cestice predstavljena je jedna¢inom (Stankovi¢ i sar., 2020):

Visr = @V + c1y(Pi — x1.) /At + co15 (P, — xf) /At (4.70)

gde je w inercijalni faktor, reguliSe uticaj prethodne brzine, ry 1 1, predstavljaju nasumicne
vrednosti iz intervala [0,1], koje uvode stohasticku komponentu u kretanje Cestica.
Parametri ¢, 1 ¢, predstavljaju parametre u€enja informacija tokom kretanja Cestica, dok
Pg;, predstavlja najbolju poziciju svake Cestice.

Primena PSO algoritma za reSavanje problema planiranja i rasporedivanja resursa
detaljno je prikazna u autorskim radovima: (Stankovi¢ i sar., 2019), (Stankovi¢ i sar., 2020),
(Stankovi¢ 1 sar., 2020), (Stankovi¢ i sar., 2022). Na slici 4.19 predstavljena je opsta
procedura 1 pseudokod PSO algoritma kroz nekoliko koraka (Yang, 2010), (Stankovi¢ i
sar., 2020).

OpSta procedura optimizacijom rojem Cestica
pocetak
Funkcija cilja fiX), x = (x1,...,.x) "
Definisanje lokacije x; i brzine v; za n Cestica.
Pronadi g iz funkcije min{flx)),....f(x,)} (att = 0)
While (kriterijum)
t = t+1 (pseudo broja¢ ukupnog vremena 1 broja iteracija)
for petlju n svih Cestica za sve dimenzije p
Generisanje novih brzina v'*/;
Izraunaj nove kolakcije ¢estica X'/ i=xi+v'*/;
Izracunaj funkciju cilja na novim lokacijama x'*/;
Izdvoji najbolje redenje za svaku &esticu x';
end for
Generisi optimalano reSenje g~
end while
PrikaZi izlazne optimalne rezultate x';i g°

Stampanje optimalnog rasporeda poslova i vizualizacija na gantogramu
kraj

Slika 4.19 Opsta procedura PSO algoritma
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4.5.4 Optimizacija metodom kolonije mrava

Optimizacija kolonijom mrava (ACO) spada u grupu algoritama koji oponasa prirodni
proces kretanja mrava, odnosno process pronalazenja hrane ili najkra¢eg puta od tacke A do
izvora hrane - tacke B. Ovaj fenomen pronalaZenja najkraéeg puta u prirodnom okruzenju je
sloZzen proces pretrage, gde mravi kao skup jedinki razmenjuju informacije o svom kretanju na
osnovu fenomena kolektivne inteligencije. Informacije o kretanju svake jedinke ostvaruju se
na osnovu ostavljanja traga u vidu hemijske supstance u nauci poznatoj pod nazivom feromon
(Di Caro i sar., 2008). Na ovaj nac¢in mravi medusobno komuniciraju i na osnovu ovog principa
dolaze do izvora hrane — optimalnog resenja. Na slici 4.20 predstavljena je opsSta procedura i

pseudokod ACO algoritma kroz nekoliko koraka (Yang, 2010), (Stankovi¢ i sar., 2020).

Opsta procedura optimizacijom kolonijom mrava
pocetak
Funkcija cilja Ax), x = (x4,...x,) "
[ flx;) za problem planiranja i rasporedjivanja poslova (7, j) € {1, 2..... n}]
Definisanje koli¢ine feromona ¥
While (kriterijum)
for za sve masine ili ¢vorove
Generisi nova reSenja
Definisi nova reSenja
Oznaci najbolje lokacije sa koli¢inom feromona %;
Azuriraj feromon: 7 — (1-9) vj; + %
end for
Pretraga najboljeg (optimalnog) reSenja
end while
Generisi najbolje reSenje u zavisnosti od koli¢ine feromona

Stampanje optimalnog rasporeda poslova i vizualizacija na gantogramu
kraj

Slika 4.20 Opsta procedura ACO algoritma

Konkretna primena ACO algoritma za reSavanje problema planiranja i rasporedivanja
resursa moze se videti u autorskim radovima (Stankovi¢ i sar., 2019), (Markovi¢, 2019),

(Stankovi¢ 1 sar., 2020), (Stankovi¢ 1 sar., 2022).
4.5.5 Optimizacija metodom vestacke kolonije pcela

Optimizacija veStacke kolonije pcela (ABC) predstavlja metodu optimizacije koja
oponaSa prirodni proces kolonije pcela tokom portage za hranom i pronalazenje optimalne
putanje tokom kretanja. Tokom pretrage optimalne putanje, kolonije pcela su podeljene u tri
grupe (Yang, 2010):

e pcele radilice koje su zaduzene iskljucivo za pronalaZenje hrane,
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e pcele posmatraci koje imaju ulogu u nadgledanju drugih pcela,
e pcele izvidaci pripadaju trecoj grupi, €ija je osnovna ulogu nadzor pretrazivanog terena i

novih izvora hrane.

ABC algoritam prvi put je predlozen od stane Karabog-a i Basturk-a (Karabog 1
Basturk, 2007). Funkcija cilja predstavljena je jednacinom (Yang, 2010), (Stankovi¢ 1 sar.,
2022):

F(xi)

e — 471
j=1F(x)) 70

gde F(y) predstavlja ukupnu koli¢inu prikupljenog nektara i definiSe funkciju cilja u procesu
pretrage optimalnog reSenja, parametar P; oznacava verovatnocu da se na lokaciji x; nalazi
najbolji izvor hrane, dok S predstavlja ukupan broj lokacija na kojima se vrs$i pretraga, kao i

potencijalnih izvora hrane. Na slici 4.21 predstavljena je opSta procedura ABC algoritma kroz

nekoliko koraka (Yang, 2010), (Stankovi¢ 1 sar., 2022).

Opsta procedura optimizacijom vestacke kolonije péela

pocetak
Funkcija cilja ), x = (x1,...., x»)"
Kodiranje funkcije f{x) i virtualne koli¢ine nektara za svako resenje
Definisanje ruta (snage, pravaca i strategije)
While (kriterijum)
for pretraga reSenja n, (ili C¢vorova za problem planiranja i
rasporedjivanja resursa)
Generisanje novih reSenja
end for
Azuriranje optimalnih reSenja
end while
Stampanje optimalnog resenja
Stampanje optimalnog rasporeda poslova i vizualizacija na gantogramu
kraj

Slika 4.21 Opsta procedura ABC algoritma

Primena ABC algoritma na primeru problema planiranja i rasporedivanja resursa moze

se videti u autorskim radovima (Stankovi¢ i sar., 2022), (Stankovi¢ 1 sar., 2020).

4.6 MODELIRANJE PRIMENOM NEURO-FAZI ANFIS SISTEMA

ANFIS (eng. Adaptive Neuro-Fuzzy Inference System) sistem predstavlja racunarsku
implementaciju hibridnog neuro — fazi pristupa, koji predstavlja kombinaciju fazi logike 1

neuronskih mreza, omogucavajuc¢i efikasno modeliranje 1 kontrolu slozenih nelinearnih
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sistema. ANFIS sistem razvijen je od strane poznatog autora Jang-a (Jang i sar., 1997).
Osnovnu strukturu ANFIS sistema ¢ine dve ulazne i jedna izlazna veliCina. Ovaj sistem je
dizajniran tako da integriSe prednosti fazi logike i neuronskih mreza, pri ¢emu se postize
poboljsana efikasnost i tacnost u odnosu na pojedina¢ne mogucnosti.

U slucajevima kada ANFIS sistem ima dva ulaza i jedan izlaz prema Cojbasié-u
(Cojbasié, 2002), Vesovié-u i Jovanovié-u (Vesovi¢ i Jovanovié, 2022) skup zajednickih
pravila moze se zapisati slede¢im jednacinama:

Uslov I: Ako K;je A11K>je Bi,onda je z; = p1 K + 1K, + 11

(4.72)
Uslov 2: Ako K;je A2 1 K> je B2, onda je z, = p,Kq + @K, + 1,

prikazana je osnovna struktura ANFIS sistema. Slika predstavlja kljuéne komponente
modela 1 njihovu medusobnu povezanost, olakSavaju¢i razumevanje principa rada i

funkcionisanja ANFIS sistema (Cojbasi¢, 2002), (Stankovi¢ i sar., 2022).

Sloj1 @ Sloj2 : Slj3 : Sloj4 : Sloj5
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Slika 4.22 Osnovna struktura ANFIS sistema
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Na osnovu slike 4.17 mozZe se zakljuciti da osnovna struktura ANFIS sistema se
sastoji od pet kljuénih slojeva koji su medusobno povezani, §to doprinosi sloZenosti i
efikasnosti sistema.

Sloj 1: Prvi korak u konstruisanju ANFIS sistema je proces fazifikacije, a osnovna
uloga je pretvaranje ulaznih podataka u fazi skupove. Pretvaranjem ulaznih podataka u fazi
skupove definiSu se pocetni uslovi ili ti uslovi neizvesnosti dogadaja, Sto pocetnu fazu
sistema dovodi do razli¢itih mogucih scenarija karakteristicnih sa fazi brojeve. Nakon
fazifikacije i izlaza iz prve faze posmatranog ANFIS sistema vazi sledeéi uslov (Cojbasi¢,

2002):
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K,—r 3 — K,
1 _ — . n 1 3 n
Om = Ua,,(Ky) = max [mln(r2 —rl)'l'(rg —r2>'0] (4.73)

gde K,, predstavlja ulazne veli¢ine u elemente 1 i 2, dok A,, predstavlja lingvisti¢ku fazi
tabelu (ry, 1y, 13). Potrebno je napomenuti da petlje ili ¢vorovi u ovoj fazi su prilagodljivog
karaktera pa se oblik funkcije pripadnosti moze promenitu tokom posmatranog procesa,
Ua,, predstavlja funkciju pripadnosti.

Sloj 2: U drugom sloju modeliranja ANFIS sistema sve petlje ili ti ¢vorovi su
poznati kao takvi i ne menjaju se. U ovoj fazi osnovna uloga je aktivacija i primena
postojec¢ih pravila na osnovu jacine tezinskih kojeficijenata wy,. Odabir i upotreba pravila

na osnovu tezinskih kojeficijenata obavlja se prema uslovu jednacine:
O = Wi = Ha,, (K1) - g, (K7) (4.74)

Sloj 3: U treCom sloju obavlja se proces normalizacije 1 dobijaju se vrednosti
tezinskih kojeficijenata za svako m — to pravilo. IzraCunavanje noramlizovanih vrednosti
tezinskih kojeficijenata vrsi se prema jednacini:

Wn

03 = =——— m=12
= W, W, m (4.75)

Sloj 4: Cetvrti sloj je delimiéno sli¢an kao prvi sloj jer se oblik funkcije pripadnosti

mozZe promenitu tokom ovog procesa.
0#1 = Wi Zm = Wi (PmKy + @Kz + 1) (4.76)

gde je w,, izlaz iz faze Cetiri, a vrednosti {p,, @m, i} predstavljaju posledi¢ne parametare
izlaznih setova zakljucka. Parametri u ovom sloju nazivaju se posledi¢ni parametri, jer se
koriste u zakljuénim delovima odgovarajuéih fazi pravila (Cojbasi¢, 2002).

Sloj 5: Poslednja faza ANFIS sistema je sloj pet, uloga ovog sloja je sratunavanje
svih dospelih vrednosti u poslednjem izlaznom ¢voru modela i racuna se kao zbir svih

vrednosti prema jednacini (Jang 1 sar., 1997):
5 JE— Z WmZm
Op=2z= WmZm = <., 4.77)
m

gde z predstavlja ukupni izlaz ANFIS sistema.
Poslednji sloj modeliranja ANFIS sistema se naziva defazifikacija 1 predstavlja

pretvaranje fazi skupova u realne numericke vrednosti (Jang i sar., 1997), (Cojbasié, 2002).
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U ovoj doktorskoj disertaciji ANFIS sistem je koris¢en kako bi se implementirala
sloZzena veza izmedu karakteristika problema (kao Sto su broj poslova, broj operacija, broj
masina i ukupno vreme obavljanja operacije na masinama) kao ulaznih veli¢ina 1 izbor
optimalnog metaheuristickog algoritma optimizacije GA, PSO i SA, §to se detaljno moze videti

u petom poglavlju i u autorskom radu (Stankovi¢ i sar., 2022).

4.7 FAZI METODE VISEKRITERIJUMSKOG ODLUCIVANJA

Visekriterijumsko odluc¢ivanje (eng. Multi Criteria Decision Making - MCDM)
predstavlja analiticki proces koji omogucéava procenu i izbor optimalne alternative,
uzimaju¢i u obzir razliCite kriterijume (Saaty, 1980). lako tradicionalne metode
visekriterijumskog odlucivanja polaze od pretpostavke da su ulazne vrednosti precizno
definisane, realni problemi obi¢no zahtevaju donosSenje odluka u uslovima neizvesnosti
(Jausevac, 2018). U tom kontekstu, fazi pristup, zasnovan na teoriji skupova, pokazao se
kao efikasno sredstvo za prevazilazenje takvih izazova. Ovaj pristup omogucava
donosiocima odluka da efikasno obraduju neizvesne ili subjektivne informacije, ¢ime se
poboljsava kvalitet i relevantnost donetih odluka (Stankovi¢ i Petrovi¢, 2025).

Osnovna uloga MCDM metoda u ovoj doktorskoj disertaciji jeste rangiranje poslova
po prioritetu u cilju pravovremenog izvrSenja. Implementacija metoda viSekriterijumskog
odluc¢ivanja sa fazi pristupom MCDM za odredivanje prioriteta poslova ima za cilj
poboljSanje trenutnog stanja proizvodnje na osnovu ulaznih parametara koji direktno ili
indirektno uti¢u na funkciju cilja, ¢ime se iskljucuje subjektivnost odlu¢ivanja i omogucéava
rangiranje poslova (Stankovi¢ i Petrovié¢, 2025). Osnovni korak pri implementaciji fazi
brojeva kod MCDM metoda je fazi matrica koja je predstavljena u slede¢em obliku

(Petrovi¢ 1 sar., 2019):

[P o I | GAviii) o (ViaYiavie
p=|: . i]= : : (4.78)
Imi v Imnl | Omymaym) 0 OmnYmnYimn

U ovom izrazu m predstavlja broj alternativnih reSenja, n je broj kriterijuma evaluacije,
dok J;; predstavlja agregirani ucinak alternative { u odnosu na kriterijum j. IzraCunavanje

agregiranih vrednosti svake alternative prema kriterijumu prikazano je slede¢om jednacinom:

. ZIIS=1 Vijk
ivifyi') = <mln(yijk)'TU'max(Yijk) (4.79)
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gde izraz (yirjlyirjzyirj3) predstavlja trougaoni fazi broj, y;jx — k-ta realizacija atributa y;;

dobijena iz razliCitih procena (merenja, ekspertnih ocena), K predstavlja broj ukupnih

K
Yk=1Yijk

P max(yi jk) predstavljaju najmanju vrednost min(yi jk),

realizacija, dok min(y; jk),

. Zlk{z Viik - . . . ..
srednju vrednost === i najvecu vrednost svih realizacija max (yi jk).
K

U slucaju da je specifi¢ni kriterijum kvalitativni, onda se za takav slu¢aj primenjuju
opsta pravila koja su detaljno objasnjena u radovima Petrovic¢a (Petrovi¢ i sar., 2019) i
Zarbakhshnia (Zarbakhshnia i sar., 2018). Vrednosti se dodeljuju svakoj alternativi na osnovu

predloga datih u tabeli 4.1 (Saaty, 1980), (Laarhoven i Pedrycz, 1983), (Petrovié i sar., 2013).

Tabela 4.1 Fazi skala za alternativnu procenu

Rang Trougaoni fazi broj Ocena odluka
Veoma niska (0,0, 0.25) 1
Niska (0, 0.25,0.5) 2
Srednja (0.25, 0.5, 0.75) 3
Visoka (0.5,0.75, 1.0) 4
Veoma visoka (0.75, 1.0, 1.0) 5

4.7.1 Metoda FAHP

FAHP (eng. Fuzzy Analytic Hierarchy Process) predstavlja proSirenje klasicne AHP
metode koja ukljuuje upotrebu fazi logike, ¢ija je osnova uloga uvodenje uslova
neizvesnosti . FAHP je jedna od najpoznatijih viSekriterijjumskih metoda za donoSenje
odluka koju je razvio Saaty (Saaty, 1980). FAHP metoda omogucava strukturalnu analizu
sloZzenih problema kroz hijerarhiju ciljeva, kriterijuma i alternativa. AHP koristi matricu
poredenja, gde se elementi ocenjuju pomoc¢u numerickih vrednosti, kako bi se izracunale
relativne teZine kriterijuma 1 alternativa. AHP metoda je jednostavna, ona Cesto ne moze
adekvatno da se nosi sa neizvesnosScu i subjektivno$¢u u procenama donosioca odluka. Da
bi se prevazisli ovi nedostaci, razvijena je FAHP metoda, koja kombinuje AHP sa teorijom
fazi skupa.

FAHP metodu su unapredili Van Laarhoven i1 Pedrycz (Van Laarhoven i Pedrycz,
1983), Buckley (Buckley, 1985) i Chang (Chang, 1996) kako bi omoguc¢ili rad u uslovima
neizvesnosti. U ovom istrazivanju FAHP koristi trugaone fazi brojeve umesto klasi¢nih
numerickih vrednosti kako bi se modelirala nesigurnost u procenama. FAHP metoda moze

se koristiti za dva klju¢na aspekta donoSenja odluka (Zavadskas i sar., 2020):
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e (Qdredivanje tezina kriterijuma: odredivanje relativne vaznosti faktora koji uticu na
odluku.
e Rangiranje alternativa: procena alternativa na osnovu tezina kriterijuma i dobijanje
optimalnog resenja.
U okviru ove doktorske disertacije, FAHP metoda koristi se isklju¢ivo za
odredivanje tezina kriterijuma, a primenjeni algoritam detaljno je opisan u autorskom radu

(Stankovi¢ i Petrovi¢, 2025).
4.7.2 Metoda FFUCOM

FFUCOM (eng. Fuzzy Full Consistency Method) predstavlja jednu je od
najsavremenijih metoda za odredivanje tezina kriterijuma, koju su razvili Pamucar i
saradnici (Pamucar i Erceg, 2020), (Pamucar i sar., 2021). Ova metoda se zasniva na parnim
poredenjima kriterijuma 1 validaciji rezultata kroz procenu odstupanja od maksimalne
konzistentnosti, ¢ime se obezbeduje veca tacnost i pouzdanost u odlu¢ivanju (Petrovi¢ i
sar., 2023).

FUCOM metoda omogucava poredenje kriterijuma ne samo kori§¢enjem
celobrojnih vrednosti, ve¢ i decimalnih vrednosti, Sto povecava fleksibilnost modela.
Takode, koristi jednostavan algoritam za izracunavanje tezina i zahteva manji broj
poredenja, ¢ime se smanjuje kognitivno opterecenje donosioca odluka i ubrzava proces
analize (Petrovi¢ 1 sar., 2022), (Turudija 1 sar., 2023). Potencijalne primene FUCOM
metode u grupnom odlucivanju istrazivali su Fazlollahtabar i saradnici (Fazlollahtabar i
sar., 2019) 1 Durmi¢ 1 saradnici (Durmi¢ i sar., 2020), dok je njena proSirena verzija,
poznata kao FFUCOM, razvijena za reSavanje problema odlu¢ivanja uz koriS¢enje fazi
brojeva.

Ova proSirena verzija omogucava modeliranje nesigurnosti i subjektivnosti u
ocenjivanju kriterijuma, $to je posebno korisno u kompleksnim okruZenjima donoSenja
odluka (Petrovi¢ i sar., 2022), (Stankovi¢ 1 Petrovi¢, 2025). Osnovne faze FFUCOM
metode predstavljene su u radovima (Pamucar i Erceg, 2020), (Stevi¢ 1 sar., 2020),
(Petrovi¢ 1 sar., 2023). Cilj primene metode je omogucavanje objektivnijeg 1
konzistentnijeg odredivanja relativne vaznosti kriterijuma, ¢ime se eliminiSe subjektivna
pristrasnost i unapreduje proces odlu¢ivanja u procesu rangiranja poslova. Konretno,
primena FFUCOM metode za rangiranje poslova po prioritetu moze se videti u autorskom

radu Stankovica 1 Petrovi¢a (Stankovi¢ 1 Petrovi¢, 2025).
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4.7.3 Metoda FWASPAS

FWASPAS (eng. Fuzzy Weighted Aggregated Sum Product Assessment Method)
prvi su predlozili Zavdaskas i saradnici (Zavdaskas i sar., 2012). FWASPAS metoda
kombinuje WSM (eng. The Weighted Sum Model) i WPM (eng. The Weighted Product
Model) ¢ime se postize veca tacnost 1 efikasnost u procesu donosenja odluka (Chakraborty
1 sar., 2014), (Stankovi¢ i Petrovi¢, 2025). Kombinacija ove dve metode u FWASPAS
metodi ima za cilj da iskoristi prednosti obe metode. Pravilno kori§¢enje metoda zahteva
dobro definisanje kriterijuma, adekvatno dodeljivanje tezina i ocena, kao i razumevanje
fazi logike 1 matematickih operacija koje se koriste. FWASPAS metoda se sastoji od Sest
osnovnih faza detaljno opisanih u radovima (Turskis i sar., 2015), (Petrovi¢ 1 sar., 2019).

Kao S§to je prethodno opisano, metode FAHP i FFUCOM koriS¢ene su za
odredivanje tezina kriterijuma, ¢ime je definisana njihova relativna vaznost u procesu
odlu¢ivanja. Kao nastavak ovog postupka, metoda FWASPAS primenjuje se za rangiranje
alternativa, odnosno prioritizaciju poslova.

Koris¢enjem FWASPAS metode omogucéava se precizno odredivanje redosleda
izvrSenja poslova na osnovu prethodno dobijenih tezina kriterijuma, ¢ime se optimizuje
organizacija proizvodnih resursa i poboljSava efikasnost procesa planiranja, §to se i moze

videti u autorskom radu Stankovica i Petrovic¢a (Stankovi¢ 1 Petrovi¢, 2025).

4.8 MASINSKO UCENJE ZA PREDIKCIJU ULAZNIH PARAMETARA
OPTIMIZACIJE

Masinsko ucenje predstavlja granu vesStacke inteligencije ¢ija je osnovna uloga
omogucavanje racunarima da automatski uce iz podataka, prepoznaju obrasce i donose
odluke bez eksplicitnog programiranja. Racunari koriste gotove modele koji su direktno
povezani sa algoritmima, ¢ija je zajedniCka uloga, prepoznavanje karakteristika podataka,
formiranje pravila i donoSenje odluka (Ali i sar., 2023).

Kada govorimo o maSinskom ucenju neizostavno je pomenuti da prilikom odabira
modela koriste se dve odvojene tehnike u zavisnosti od cilja postavljenog problema:
nadgledano ucenje (eng. Supervised learning) i nenadgledano ucenje (eng. Unsupervised
learning) (Yoosefzadeh-Najafabadi i sar., 2021), (Karimi-Mamaghan i sar., 2022). U ovoj
doktorskoj disertaciji koriS¢ena je tehnika nadgledanog ucenja. Tehnika nadgledanog

ucenja moze se matematicki predstaviti sledeCom jednac¢inom:
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o)=Y (4.95)

gde je Z vektor ulaznih podataka, Y vekor izlaznih podataka, ¢ funkcija cilja koja opisuje
zavisnost izmedu ulaza i izlaza. Cilj je pronaci aproksimaciju funkcije ¢’ kroz nau¢enu
funkciju ¢. U nastavku predstavljeni su koriS¢eni modeli maSinskog ucenja u ovom
istrazivanju.

Linearna regresija (eng. Linear Regression) pripada grupi algoritma masinskog
ucenja ¢iji se osnovni princim funkcionisanja svodi na modeliranju linearnih veza izmedu
nezavisnih i zavisnih promenljiva (Yeardley i sar., 2022), (Sanati i sar., 2022). Na slici 4.23

predstavljen je graficki princip funkcionisanja i o¢itavanja vrednosti linearne regresije.
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Slika 4.23 Osnovi princip 1 struktura algoritma linearne regresije

Navedena metoda se koristi za modeliranje odnosa izmedu nezavisne promenljive
x 1 zavisne promenljive y, pri ¢emu se koristi linearna regresija kako bi se predvidela
vrednost y na osnovu x. Plava linija na slici 4.23 predstavlja regresioni model, definisan
jednadinom y = 9, + 9;x, gde Y, oznacava presek regresione linije sa y-osom, odnosno
vrednost y kada je x = 0, dok 9, predstavlja nagib regresione linije, koji opisuje promenu
zavisne promenljive u odnosu na jedinicu promene nezavisne promenljive. Nagib se
matematicki izrazava kao tanf = 9, pri ¢emu je 8 ugao izmedu regresione linije i x-ose.
Na slici 4.23 su takode prikazane stvarne vrednosti podataka y; i predikovane vrednosti
modela y,. Razlika izmedu stvarnih i prediktivnih vrednosti oznacava greSku predikcije
& =Yi — Yp, koja predstavlja odstupanje modela od realnih podataka. Osnovni cilj
regresione analize je minimizacija ukupnih greSaka koriS¢enjem metode najmanjih

kvadrata, kako bi model §to preciznije aproksimirao podatke.
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Stablo odluke (eng. Decision Tree) je algoritam masinskog ucenja koji se u vecini
slucaja koristi za klasifikacione probleme. Glavna karateristika ovog algoritma je klasifikacija
ulaznih podataka na osnovnu postavljenih pravila algoritma (Song i Lu, 2015). Proces
zapocinje korenskim ¢vorom, koji vrSi pocetnu podelu podataka na osnovu odredenog
kriterijuma (npr. odredeni atribut u skupu podataka). Odatle se podaci dalje razvrstavaju kroz
¢vorove odluke, gde se primenjuju dodatni kriterijumi, sve dok se ne stigne do listnih ¢vorova,
koji predstavljaju kona¢ne odluke modela. Na slici 4.24 predstavljena je graficka struktura

algoritma (Navlani, 2018).

Korenski évor

------------------ v

Podstablo Cvor odluke Cvor odluke
|
v

|

Slika 4.24 Osnovi princip i struktura algoritma stabla odluke

Vestacke neuronske mreze (eng. Artifcial Neural Networks) predstavljaju jedan od
najmoc¢nijih modela masSinskog ucenja, inspirisanih nac¢inom funkcionisanja neurona u
ljudskom mozgu. Ovi modeli koriste slojeve medusobno povezanih veStackih neurona za
obradu podataka, prepoznavanje obrazaca i donosenje odluka. Na slici 4.25 prikazan je graficki

prikaz osnove strukture modela veStacke neuronske mreze.

Ulazni signal
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Th Wij

X2 s > y2
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A

Signal greske

Slika 4.25 Graficki prikaz osnove strukture vestatke neuronske mreze
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Glavna snaga algoritma potice od sposobnosti ucenja iz velikih skupova podataka 1
prilagodavanju tezinskih parametara kako bi se postigla visoka tacnost u predikcijama (Ali 1
sar., 2023). Mreza modela se sastoji od ulaznog sloja x4, x5, ..., X;n, skrivenih slojeva koji se
sastoje od viSe neuronskih ¢vorova i dobijaju signale iz ulaznog sloja, pritom primenjuju
aktivacionu funkciju i zatim ih prosleduju ka izlaznom sloju. Izlazni sloj generise predikcije
Y1, Y2, -, Ve, Koje predstavljaju izlazne vrednosti mreze. Tezine izmedu slojevaw;;
predstavljaju parametre koji se menjaju u zavisnosti od treninga mreza, kako bi se postigli
optimalni rezultat. Dve klju¢ne faze ucenja neuronske mreze koje su i graficki prikazane na
slici 4.25 su (Nikoli¢ i Zecevi¢, 2019):

e ulazni signal (eng. feedforward): podaci se krec¢u od ulaznog sloja ka izlaznom sloju kroz
mrezu, prolazeéi kroz skriveni sloj,

e signal greske (eng. backpropagation): kada se izraCunaju izlazne vrednosti, greska
izmedu predikcija i stvarnih vrednosti se vrac¢a kroz mrezu kako bi se prilagodile tezine

w;j, Cime se omogucava ucenje modela.

Bajesova optimizacija (eng. Bayesian optimization) predstavlja metod za podesavanje
hiperparametara koji proces pronalazenja optimalnih vrednosti tretira kao problem
probabilistickog modelovanja. Ovaj pristup zasniva se na kontinuiranom odrZavanju
probabilistickog modela funkcije cilja, najéesce koris¢enjem Gausovog procesa, koji na osnovu
prikupljenih podataka omogucava predvidanje vrednosti funkcije 1 procenu njihove
nesigurnosti u celokupnom prostoru pretrage (Zahedi i sar., 2021). Procedura zapocinje
inicijalnom evaluacijom funkcije cilja u odredenom broju pazljivo odabranih tacaka, nakon
¢ega se izbor naredne tacke vr$i optimizacijom odgovarajuce akvizicione funkcije, kao Sto su
ocekivano poboljsanje (eng. Expected Improvement) ili gornja granica poverenja (eng. Upper
Confidence Bound), koje omogucavaju balans izmedu istraZivanja nepoznatih regiona i
eksploatacije oblasti za koje postoji velika verovatno¢a dobrih rezultata. Nakon evaluacije
funkcije u odabranoj tacki, novi podaci inkorporiraju se u model, ¢ime se iterativno poboljSava
njegova preciznost. Opisani koraci se ponavljaju sve dok se ne ispuni prethodno definisani
kriterijum zaustavljanja, naj¢eS¢e odreden maksimalnim brojem evaluacija ili postizanjem
odgovarajuceg nivoa konvergencije (Garrido-Merchan 1 sar, 2023).

Opisani modeli maSinskog ucenja koriste se za predikciju funkcije cilja, s ciljem
minimizacije vremena proizvodnog procesa i povecanja produktivnosti. Klju¢ni zadatak ovih
modela je unapredenje procesa optimizacije kroz precizno odredivanje optimalnih parametara

metaheuristickih algoritama, koji se koriste za reSavanje sloZenih optimizacionih problema u
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proizvodnji. S obzirom na to da izbor i podeSavanje ulaznih parametara metaheuristickih
algoritama znacajno uti¢e na performanse reSenja, primena masinskog ucenja omogucava
prilagodavanje parametara, ¢ime se postize pouzdanije i efikasnije pronalazenje optimalnih
reSenja u proizvodnom procesu, bolja iskoris¢enost resursa i smanjenje operativnih troskova.
U nastavku na slici 4.26 prikazani su opsti koraci 1 procedura primene modela masinskog

ucenja za problem planiranja i rasporedivanja resursa.

[ UVOZIANALIZA PODATAKA J
Y

\ 7
Obuka podataka y

+ I Test podaci |
Validacija podataka

¢ Y

Preprocesiranje podataka \ Preprocesiranje podataka \
[ Ciscenje podataka ] [ Ciscenje podataka ]
Izdvajanje karakteristrika ] [ Izdvajanje karakteristrika ]
~/ ~/
* | v
Trening podau [ Validacioni podaci ] KONACNI MODEL

Odabir optimalnog modela
[ Opcije treninga J
[ Podesavanje parametara J

v

Obuka izabranog modela

Trening podaci

+

N [ ™)

Validacioni podaci

v

FINALNI MODEL ]

Ty

Slika 4.26 Opsti koraci 1 procedura primene modela masinskog ucenja

Modeli maSinskog ucenja zahtevaju procenu performansi, pri ¢emu se koriste

odgovarajue metrike kako bi se utvrdila uspeSnost primenjenog modela. Ove metrike
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omogucavaju objektivno sagledavanje tacnosti predikcija 1 efikasnosti modela u reSavanju
optimizacionog problema (Rainio i sar., 2024). Modeli se ocenjuju na osnovu metrika, kao Sto

Su:

Koeficijent determinacije (eng. R- squared):

 Xi=a(zn — zp)?

;(1=1(Z‘n - Z1,1)2

R? =1 (4.96)

gde je z,, stvarna vrednost, dok z,, predstavlja predvidene vrednosti za n broj podataka,

Srednja kvadratna greska (eng. Mean squared error - MSE):

k
1
MSE = EZ(Zn — zp)? (4.97)
n=1

Srednja apsolutna greska (eng. Mean absolute error - MAE):

k
1
MAE = EZ'Zn — zp| (4.98)
n=1

Srednja kvadratna devijacija (eng. Root mean square deviation - RMSE):

k
1
RMSE = Ez(zn Y (4.99)
n=1

Opsiane metrike pruzaju kvantitativne informacije o tome koliko uspesno svaki model
predvida stvarne podatke. Izbor odredene metrike zavisi od specificnosti problema i Zeljenih
karakteristika modela. Detaljna primena i uloga modela masinskog uc¢enja, posebno u razvoju
hibridnog modela za reSavanje problema planiranja i1 rasporedivanja resursa, predstavljena je u

petom poglavlju doktorske disertacije.
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Poglavlje

RAZVOJ MODELA ZA PLANIRANJE I RASPOREDIVANJE RESURSA

U prethodnim poglavljima doktorske disertacije definisana je teorijska podloga za
razvoj modela planiranje i rasporedivanje resursa, dok su u ovom poglavlju detaljno
predstavljeni razvijeni modeli.

Modeli planiranja 1 rasporedivanja resursa u proizvodnim okruZenjima omogucavaju
sistematian pristup u organizaciji i upravljanju resursima kako bi se ostvarili proizvodni
ciljevi. Ovaj proces obuhvata definisanje osnovnih koraka planiranja i rasporedivanje
resursa, postavljanje prioriteta 1 optimizaciju radnih tokova kako bi se postigla efikasnost,
smanjili troSkovi 1 poboljSao kvalitet proizvoda ili usluga. Kroz razvoj modela, teZi se
stvaranju strukture koja omogucava precizno planiranje i rasporedivanje resursa, ¢ime se
obezbeduje optimalno iskoriS¢avanje resursa u proizvodnom okruZzenju.

Modeli  upravljanja  proizvodnim  resursima  podrazumevaju  kreiranje
pojednostavljenih 1 apstraktnih prikaza stvarnih sistema ili procesa u proizvodnji. Generalno
predstavljaju moc¢an alat za razumevanje i optimizaciju sloZenih sistema. Apstraktni model u
opStem smislu je konstrukcija ljudskog razuma i ima za cilj bolje razumevanje i upravljanje

sistemima (Kulesza, 2024). Ovakav pristup omogucava identifikaciju klju¢nih komponenti
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sistema 1 njihovih medusobnih odnosa. Koris¢enjem apstraktnih modela olakSava se analiza

ponaSanja sistema u razli¢itim scenarijima, Sto doprinosi efikasnijem donoSenju odluka.

Osnovni elementi modela, grafic¢ki su prikazani na slici 5.1.

—>
Zadati MODEL Izradunati
ulazi logicki ekvivalent —> izlazi
modela realnog sistema modela
_’

Slika 5.1 Osnovni elementi modela (Petrovi¢, 2013)

Osnovni elementi koji Cine sastavni deo modela 1 definiSu njegov nacin

funkcionisanja tokom razvoja i modeliranja su (Graybeal i Pooch, 1980), (Baer, 2019):

Ulaz: Svaki model sadrzi ulazne informacije koje su klju¢ne za posmatrani model. U

oblasti planiranja i rasporedivanja resursa to mogu biti informacije kao §to su: poslovi,

masine, operacije, vrsta proizvoda, proces proizvodnje, dakle svi raspoloZivi resursi koji

direktno 1 indirektno utic¢u na proces proizvodnje.

Model: Logicki ekvivalent realnom sistemu ili procesor ulaznih informacija je

najbitniji element modela. Osnovna uloga razvijenog modela je obrada ulaznih podataka

koriste¢i razliCite tehnike, metode ili razliCite alate kako bi se optimizovao ili simulirao

proizvodni proces.

Osnovne karakteristike koje jedan model mora da poseduje su:

Apstraktnost: Osnovna razlika izmedu realnog sistema 1 razvijanog modela nastaje
uvodenjem ogranicenjenja u model, tako da on zadrzava samo one karakteristike
realnog sistema koje su relevantne za proucavanje modela. PreviSe upros¢en model je
jednostavan za reSavanje i optimizaciju ali moze da da pogreSnu sliku o ponasanju
realnog sistema. Sa druge strane, previse sloZen model, vrlo slican realnom sistemu,
cesto moze biti nereSiv. Primenljiv model mora imati dobar balans izmedu
jednostavnosti 1 vernosti realnosti. U disertaciji ¢e biti prikazan niz modela, pocevsi
od najednostavnijih do vrlo kompleksnih.

Univerzalnost: Ova karakteristika ocenjuje koliko Siroko model moze da se primeni
na razliCite situacije ili sisteme. Osnovna prednost veéine razvijenih modela u
disertaciji jeste njihova univerzalna primena u razlic¢itim oblastima istraZzivanjima $to
ih ¢ini univerzalnim alatima.

Relevatnost modela: Modeli moraju da verno opisuje stvarnost ili sistem koji

predstavlja. Analiza ulaznih podataka, sagledavanje 1 razumevanje procesa
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proizvodnje kao 1 eksperimentalna merenja daju verodostojnost ulaznim podacima i
relevatnost razvijenim modelima.
e Primena metoda modeliranja: U zavisnosti od potreba i ciljeva razvijanog modela vrsi

se odabir optimalnih metoda ¢iji je osnovni zadatak dobijanje optimlanih izlaznih

vrednosti.

Izlaz: Obradom ulaznih podataka na osnovu prethodno razvijanog modela dobijaju se
izlazne informacije koje su direktno povezane sa postavljenim uslovima ili ograni¢enjima
pomenutog modela. U kontekstu upravljana proizvodnim resursima, izlazne veli¢ine mogu
biti optimalni sekventni raspored obavljanja poslova na masinama, predvidanje buducih
stanja proizvodnih resursa, minimiziranje vremena u procesu proizvodnje na osnovu
postavljenih ogranic¢enje u razvijenom modelu 1 jo§ mnogo toga.

Modeliranje sistema podrazumeva proces kreiranja apstraktne reprezentacije
(modela) realnog sistema sa ciljem da se razume, analizira ili predvidi njegovo ponasanje.
Ovaj proces pokriva nekoliko klju¢nih aspekata, ukljucujuéi identifikaciju komponenti
sistema, opisivanje organizacije i definisanje dinamickog ponaSanja okruZenja. U oblasti
modeliranja sistema postoje razli€ite vrste modela. Staticki modeli predstavljaju strukturu
sistema u odredenom trenutku i prikazuju raspored komponenti. S druge strane, dinamicki
modeli se bave vremenskim aspektima i ilustruju promene i interakcije tokom vremena.
Funkcionalni modeli se fokusiraju na odredivanje funkcija i operacija sistema, dok se modeli
ponasanja fokusiraju na interakciju izmedu komponenti sistema (Dejanovié, 2014). Izbor tipa

modela zavisi od specificnih ciljeva i izazova posmatranog proizvodnog okruzenja.

5.1 PODELA MODELA PLANIRANJA I RASPOREDIVANJA RESURSA

U upravljanju proizvodnim resursima, modeli imaju za cilj da omoguce tacno i
efikasno planiranje i rasporedivanje resursima ¢ime se doprinosi boljem razumevanju i
optimizaciji slozenih proizvodnih procesa. Prvi korak u ovom procesu je jasno definisanje
proizvodnih ciljeva, kroz definisanje konkretnih kvantitativnih rezultata, nacina poboljSanja
kvaliteta proizvoda ili optimizacije ukupnog vremena prozvodnje. Kada se utvrde ciljevi,
sprovodi se detaljna analiza svih potrebnih resursa, ukljucuju¢i radnike, masine, poslove, tj.
svih potrebnih resursa koje treba uzeti u obzir u procesu njihovog planiranja i rasporedivanja.

Razvoj modela u cilju optimizacije procesa proizvodnje igra klju¢nu ulogu u
unapredenju i poveéanju efikasnosti proizvodnih procesa. Postoje razliciti pristupi u ovom

procesu, od nekih najjednostavnijih analiticki reSivih matematickih modela do sloZzenih
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algoritma resivih isklju¢ivo pomocu alata simulacije. Na slici 5.2 prikazana je podela modela
koji ¢e u daljem tekstu biti detaljno razmatrani i napravljena je sa ciljem lakSeg pracenja

razli€itih pristupa koji se koriste u optimizaciji proizvodnih resursa.

— Deterministicki model | Sm | Td;, dd; | ZCt;
s Fizi¢ki model M s
m
Stohasticki model |- S | stohpt; | ECt;
-
a
Q Deterministicki model Pl | pprmp | Ctingx
= >l PI,,
Stohasticki model [ Pl | stohpt;;, | stohCt,,q.
» Abstrakini model

> FS, > Stohasticki model |  Fp|dd; | stohT M,
Matematicki model —
™  Stohasticki model | JSP,|Sd; | stohCtyay
- JSP,, M
N Hibridni model - LR, DT, ANN + SA
™ Deterministi¢ki model —» FISBy, | ptijic | Ctimax
- Deterministicki model |99 F/SP,, |TransTimesic| Ct;,,y
N Hibridni model L > ANFIS + GA
il Stohasti¢ki model [ SFJSP, |N(ﬂijk-ﬁi:}k)|5fﬂhamax
Ly FJSP,.

» Stohasticki model [ SFISPy, |[X ~ € (A;j)|stohCtypax

B Stohasticki model [ SFISPm|U(aiij bijk)|StOthmax

| Stohasticki model |» FFE]SPy | fpiik| Cftmax

| Hibridni model {—» FMCDM + FJSP,,, SFJSP,,, FF]SP,,

Slika 5.2 Klasifikacija modela na osnovu pravca istraZivanja
Tipovi modela koji ¢e se detaljno razmatrati u daljem tekstu ovog poglavlja su:
e Model planiranja i rasporedivanja poslova na pojedina¢noj masini (S,),
e Model planiranja i rasporedivanja poslova u paralelnoj vezi masina (P1,,),

e Model planiranja i rasporedivanja poslova Flow Shops Model (FS,,),
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e Model planiranja i rasporedivanja Job Shop Problem (JSP,,),
e Model fleksibilnog planiranja i rasporedivanja Flexible Job Shop Problem (F]SP,).
Svi navedeni modeli dalje su razvijani sa naglaskom na njihovu prilagodljivost 1
fleksibilnost. Na slici 5.3 prikazan je dijagram toka, koji predstavlja korake pri razvoju modela

planiranja i rasporedivanja resursa.

[ Postavka problema ]
Rk Definisanje ciljeva proizvodnje
Prikupljanje podataka o Bz ]
Rorak2 Analiza proizvodnog procesa
[ Identifikacija klju¢nih problema proizvodnje]
Korak 3 *
Odabir matematickog modela )
na osnovu tipa proizvodnje,
Korak 4 prema notaciji: « | £ | y
S
Odabir optimalne metode za
Korak 5 reSavanje modela — Faza 2
Razvoj modela planiranja na
osnovu karakteristika proizvodnog
Korak 6 s
[ Prilagodavanje modela ] 3
Korak 7
Rosicn [ Testiranje modela ] l
) [ Obuka zaposlenih ] l
Korak 9 {% = Faza 3
Implementacija modela u proces
Korak 10 proizvodnje |
Pracenje i kontinuirano !
poboljsanje modela »
Korak 11

Slika 5.3 Garficki prikaz osnovnih koraka pri razvoja modela

Faza 1: Postavka zadatka - identifikacija problema

Korak 1: U prvom koraku postavke zadatka planiranja 1 rasporedivanja resursa
potrebno je identifikovati ciljeve proizvodnog procesa, ¢ime se odreduju pravci daljeg
istrazivanja. Ciljevi proizvodnog procesa mogu se definisati kroz razlicite aspekte ukljucujuéi:
analizu proizvodnog procesa, optimizaciju resursa, otklanjanje uskih grla u proizvodnji, ustedu

vremena, povecanje produktivnosti proizvodnje... Jasno definisani ciljevi omogucavaju
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efikasan razvoj 1 implementaciju modela, kao i izbor odgovaraju¢ih metoda optimizacije u
narednim fazama istrazivanja.

Korak 2: Prikupljanje podataka o proizvodnom okruzenju podrazumeva sistematsko
prikupljanje informacija o razli¢itim aspektima proizvodnog procesa, ukljucujuci performanse
masina, zalihe, vreme proizvodnje, kvalitet proizvoda 1 druge klju¢ne faktore. Za analizu
prikupljenih podataka koriste se statisticke metode 1 razliciti analiticki alati koji omogucéavaju
prepoznavanje uzroka problema i razvoj strategija za unapredenje proizvodnog sistema.

Korak 3: Identifikacija klju¢nih problema u proizvodnom procesu predstavlja prvi
korak ka unapredenju proizvodnje. Pravovremeno prepoznavanje izazova i klju¢nih indikatora
koji uti¢u na smanjenje performansi proizvodnih procesa omogucava preduzeéima da
preduzmu odgovarajué¢e korake kako bi se ocuvala i poboljsala efikasnost a samim tim i
produktivnost proizvodnog sistema.

Faza 2: Razvoj modela u zavisnoisti od tipa proizvodnog processa

Korak 4: Nakon sprovedene analize, pristupa se razvoju matematickog modela koji
treba da bude uskladen sa karakteristikama proizvodnog procesa i pocetnim ciljevima. Na ovaj
nacin omogucava efikasan i prilagoden pristup reSavanju problema u okviru odredenog tipa
proizvodnje.

Korak 5: Izbor optimalne metode za reSavanje odabranog matemati¢kog modela
potrebno je pazljivo razmotriti, uzimaju¢i u obzir karakteristike problema 1 specificnosti
modela. Pravilnim odabirom metode osigurava se efikasnost 1 tacnost reSavanja, $to je klju¢no
za dobijanje optimalnih reSenja. Razli¢iti problemi zahtevaju razlicite pristupe, pri cemu je
neophodno analizirati prirodu proizvodnje i strukturu problema. Detaljna analiza svih
parametara 1 opSteg stanja proizvodnje omogucava izbor metode kojom se razvijeni model
moze efikasno resiti 1 implementirati u proizvodni proces.

Korak 6: Razvoj modela za optimalno planiranje i rasporedivanje resursa na osnovu
karakteristika proizvodnog procesa obuhvata analizu resursa i njihovu optimizaciju kao krajnji
cilj. Cilj je razvoj efikasnog modela za unapredenje proizvodnog procesa 1 upravljanje
resursima, ¢ime se postize veca produktivnost 1 bolja iskoriS¢enost kapaciteta.

Faza 3: Implementacija i testiranje modela

Korak 7: Razvijeni model za planiranje i rasporedivanje resursa mora verno oponasati
realan proizvodni proces, uzimajuci u obzir sve njegove specifi¢nosti. Na taj na¢in omogucava
se adekvatno prilagodavanje zahtevima proizvodnje, ¢ime se postize efikasnija optimizacija

procesa i poboljsanje ukupnih performansi sistema.
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Korak 8: Nakon razvoja modela i implementacije njegovih rezultata u proizvodni
proces, neophodno je sprovesti testiranje u realnim uslovima na nedeljnom i mese¢nom nivou,
kako bi se izvrSila verifikacija modela. Pravovremeno otkrivanje potencijalnih problema
omogucava dodatnu analizu i unapredenje modela.

Korak 9: Obuka i upoznavanje zaposlenih sa novim proizvodnim okruzenjem
predstavlja vazan segment pri njegovoj implementaciji. Kontinuirano usavrsavanje zaposlenih
omogucava efikasniju primenu rezultata, prilagodavanje promenama i poboljSanje ukupnih
performansi sistema. Obuka zaposlenih nije jednokratan zadatak, ve¢ kontinuirani proces
ucenja, koji doprinosi stalnom unapredenju proizvodnih operacija i optimalnom koris¢enju
resursa.

Korak 10: Finalna implementacija novog proizvodnog okruzenja je takode slozen i
neizvestan proces. UspeSan zavrSetak ove faze zahteva kombinaciju tehnicke strucnosti i
fleksibilnosti kako bi se osiguralo da rezultati imaju znacajan uticaj na ukupne performanse i
uspeh proizvodnog sistema. U tom smislu Cesto se predlaze postepena implementacija
dobijenih rezultata.

Korak 11: Nakon finalne implementacije rezultata razvijenog modela planiranja i
rasporedivanja resusa u proces proizvodnje, neophodno je nastaviti proces prac¢enja i merenja
performansi sistema. Ovakav pristup obezbeduje efikasnu implementaciju i dugorocan uspeh

u upravljanju proizvodnim resursima.

5.2 PRAVILA PRIORITETA IZVRSAVANJA POSLOVA

Pravila prioriteta izvrSavanja poslova koriste se za odredivanje redosleda izvrSenja
operacija u proizvodnim okruZenjima. Jedno od najceSc¢e koriS¢enih pravila je FIFO, koje
podrazumeva da se poslovi izvrSavaju redosledom kojim su pristigli. Pored ovih pravila, ¢esto
se primenjuju i1 druga pravila koja ¢e u daljem tekstu biti detaljno opisana. Potrebno je naglasiti
da se u sluc¢aju dinami¢nih sistemima, pravila prioriteta se moraju prilagodavati u realnom

vremenu kako bi se obuhvatile promene u opterecenju sistema i dostupnosti resursa.
5.2.1 Pravila prioriteta poslova u reSavanju modela sa jednom masinom

Pravila prioriteta poslova u oblasti planiranja 1 rasporedivanja resursa obezbeduju
sistematski pristup i koordinaciju toka aktivnosti u proizvodnom sistemu. Pravila prioriteta
koja su koriS¢ena za reSavanje modela sa jednom masSinom predstavljena su detaljno u nastavku

(Alharkan, 2005), (Pinedo, 2008), (Brucker, 2007):

e Najkrac¢e vreme obrade (eng. Shortest Processing Time — SPT),
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e Prioritetna najkraca obrada poslova (eng. Weighted Shortest Processing - WSPT),
e (Obrada poslova prema najranijem datumu obrade (eng. Earliest Due Date - EDD),
e Ukupno vreme kasnjenja poslova (eng. Slack Time Remaining - STR),

e Pravilo kritiénog odnosa (eng. Critical Ratio Rule - CRR).
5.2.1.1 Najkrace vreme obrade - SPT pravilo

Pravilo najkra¢eg vremena obrade odreduje prioritete poslova na osnovu njihovog
ukupnog vremena izvrSavanja na masinama, pri ¢emu se prvo izvrsavaju poslovi sa najkra¢im
vremenom obrade (Alharkan, 2005). Ovaj pristup omogu¢ava minimizaciju ukupnog vremena
obrade i poboljsava efikasnost procesa. U nastavku je prikazan primer SPT pravila, dok su ulazni

parametri modela dati u tabeli 5.1.

Tabela 5.1 Pravilo najkra¢eg vremena obrade poslova - SPT

Poslovi Vreme obrade pt; Raspored poslova
1 6 3
2 9 5
3 7 4
4 3 ——p 1
5 11 6
6 4 —_— 2

Na osnovu ovih ulaznih parametara u tabeli 5.1 prikazan je postupak sekvenciranja
poslova na jednoj masini primenom SPT pravila, prema kojem se poslovi sa najkracim
vremenom obrade rasporeduju prvi u nizu izvrSavanja (Graybeal 1 Pooch, 1980). Dobijeni
rezultati prikazani su u obliku sekvetnog rasporeda poslova, dok je optimalan raspored grafic¢ki

prikazan na slici 5.4.

Ctmax 40

C(min) 0 10 20 30

Slika 5.4 Graficki prikaz rasporeda poslova primenom SPT pravila
5.2.1.2 Prioritetna najkraca obrada posla — WSPT pravilo

Prioritetna najkrac¢a obrada poslova predstavlja proSirenje SPT pravila, pri ¢emu se u
procesu planiranja dodatno uzimaju u obzir teZinski koeficijenti dodeljeni svakom poslu. U

ovom pristupu, svaki posao dobija tezinu ili faktor prioriteta, koji predstavlja relativnu vaznost
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u rasporedu izvrSenja. Prioritet izvrSenja odreduje se na osnovu vremena obrade posla i

dodeljene tezine (Alharkan, 2005). U skladu sa notacijom posmatranog problema, oznaka wc;

koristi se za oznaCavanje prioriteta poslova, gde j predstavlja odredeni posao. Veca vrednost

prioriteta posla wc; oznacava da je posao j veceg prioriteta. U tabeli 5.2 prikazani su neophodni

ulazni parametri koji se koriste za izbor sekvencijalnog rasporeda poslova primenom WSPT

pravila prioriteta.

Tabela 5.2 Prioritetna najkraca obrada posla - WSPT

Poslovi | Vreme obrade pt;j, | VaZnost posla wc; ptijk/ We; Raspored poslova
1 6 2 = 300 2
2 9 2 4.50 6
3 7 2 3.50 3
4 3 2 m—p ].50 1
5 11 3 3.66 4
6 4 1 4.00 5

Optimalan sekvencijalni raspored poslova formiran je deljenjem vremena obrade posla

ptijx sa tezinskim koeficijentom vaznosti wc;. Na ovaj nacin omogucava se prioritizacija

poslova prema njihovoj relativnoj vaznosti i vremenu izvrSenja. Dobijeni sekvetni raspored

poslova primenom WSPT pravila graficki je predstavljen na slici 5.5.

Ctmax 40

C(min) O

10

Slika 5.5 Graficki prikaz rasporeda poslova primenom WSPT pravila

20

511

30

61141 211

5.2.1.3 Obrada poslova prema najranijem datumu obrade — EDD pravilo

Obrada poslova prema najranijem datumu obrade predstavlja pravilo kod koga se

poslovi rangiraju prema vremenskom roku do kojeg je potrebno zavrsiti sve poslove ili

pojedinacan posao na masini. U tabeli 5.3 predstavljeni su ulazni parametri.

Tabela 5.3 Obrada posla prema najranijem datumu - EDD

Poslovi | Potrebno vreme obrade pt;j, | Rok predaje dd; Raspored poslova
1 6 15 2
2 9 (I ———— 1
3 7 16 3
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4 3 26 5
5 11 19 4
6 4 35 6

EDD metoda je posebno korisna u okruzenjima gde je vremensko ograni¢enje obrade
poslova vazno. Optimalan raspored poslova primenom EDD pravila graficki je prikazan na slici

5.6.

Ctmax 40

C(min) |0 10 20 30

M1 211 111 “ 511 4i10) 61111

Slika 5.7 Graficki prikaz rasporeda poslova primenom EDD pravila
5.2.1.4 Ukupno vreme kas$njenja poslova - STR

Ukupno vreme kaSnjenja posla na obradu definiSe se kao ukupno vreme kaSnjenja svih
poslova u rasporedu. Sekvencijalni raspored poslova odreduje se kao razlika izmedu vremenskog
roka obrade posla dd; i vremena obrade posla pt;jj (Alharkan, 2005).

U tabeli 5.4 predstavljen je nacin funkcionisanja STR pravila. dok optimalan raspored

poslova graficki je predstavljen na slici 5.7.

Tabela 5.4 Ukupno vreme kaSnjenja poslova - STR

Poslovi | Vreme obrade pt;j, | Rok predaje dd; dd; - ptjk Raspored poslova
1 6 15 15-6=9 3
2 9 10 10-9=1 =f—— 1
3 7 16 16-7=9 4
4 3 26 26-3=23 5
5 11 19 19-11=8 ey 2
6 4 35 35-4=31 6
Ctmax 40
C(min) 0 10 20 30

M1 211 511 111 “ 444 6101

Slika 5.7 Graficki prikaz rasporeda poslova primenom STR pravila
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5.2.1.5 Metoda kriticnog odnosa - CRR

Metoda kriticnog odnosa predstavlja medusobni odnos vremena obrade posla pt;jx 1
vremenskog roka obrade posla dd; (Alharkan, 2005), (Pinedo, 2008), (Brucker, 2007). Odnos

kriticnog puta i1 sekvencijalnog rasporeda poslova odreduje se deljenjem vremenskog roka
obrade posla i vremena obrade posla, §to se i moze videti u tabeli 5.5 gde su predstavljeni ulazni

prametri.

Tabela 5.5 Metoda kriticnog odnosa - CRR

Poslovi | Vreme obrade pt; jx Rok predaje dd; dd; / ptjk Raspored poslova
1 6 15 15/6=2,5 4
2 9 10 10/9=1,]1 feep1
3 7 16 16/7=23 3
4 3 26 26/3=17,6 5
5 11 19 19/11=1,7 =—>2
6 4 35 35/4=8,7 6

Poslovi sa nizim kriticnim odnosom smatraju se prioritetnim poslovima, a njihovo
pravovremeno izvrSavanje osigurava da proces proizvodnje se odvija po planu. Optimalan

raspored poslova primenom CRR pravila graficki je prikazan na slici 5.8.

Ctmax 40
C(min) 0 10 20 30
M1 211 511 3HR 111 A 6411

Slika 5.8 Graficki prikaz rasporeda poslova primenom CRR pravila
5.2.2 DZonsonovo pravilo u sekvenciranju poslova

DZonsonovo pravilo (eng. Johnson's rule) koristi se za sekvenciranje poslova, najéesc¢e kod
Flow Shop modela planiranja 1 rasporedivanja poslova. Ovo pravilo smanjuje vreme c¢ekanja i
povecava efikasnost rasporeda tako Sto se najkrace vreme obrade posla dodeljuje na pocetku ili
kraju sekvence (Cho i Sahni, 1981). Osnovna procedura treba da zadovolji sledece pretpostavke
(Johnson, 1954), (Frostig i Adiri, 1985), (Allaoui i Artiba, 2009):
a) Vremena obrade poslova su poznata unapred i1 ne menjaju se tokom izvrSavanja;
b) Svaki posao mora biti obraden prvo na masini 1, zatim na maSini 2, bez promene

redosleda;
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c)

d)

Jednom kada posao zapocne obradu na nekoj masini, mora biti zavrSen pre nego Sto
masina prihvati slede¢i posao;

Planiranje se vrsi za skup poslova koji su unapred definisani. Nema dolaska novih
poslova tokom rasporeda;

Nema zastoja izmedu faza obrade, dakle postoji siguran protok obrade poslova na celoj
liniji masina;

Dzonsonovo pravilo se koristi isklju¢ivo kada je cilj minimizacija vremena
zavrSetka svih poslova.

Primer primene dZonsonovog pravila prikazan je na modelu planiranja i rasporedivanja

poslova na dve masine sa unapred definisanom rutom FS, | nowt | Ct,,4,. Ulazni parametri

predstavljeni su u tabeli 5.6.

Tabela 5.6 Ulazni parametri FS, | nowt | Ctp,qy

Posao Vreme obrade na masini M; | Vreme obrade na masini M,
1 6 2
2 3 5
3 4 4
4 7 6
5 8 3

Korak 1 (Formiranje grupa): Formiranje grupa poslova zavisi od vremena obrade poslova na

masinama, poslovi se rasporeduju u dve grupe primenom sledecih pravila:

Grupa I: prvu grupu ¢ine poslovi koji se rasporeduju prema uslovu pt;; < pt;, i imaju
pravo prvenstva pri obradi na maSinama,

Posao J,: pty; = 3, pty, =5 = Grupal
Grupa II: drugu grupu ¢ine poslovi koji se rasporeduju prema uslovu ptj; > ptj, 1
obraduju se nakon obrade prve grupe poslova,

Posao J;: pt11 = 6, ptiz = 2 - Grupa Il

Posao J,: pty, = 7, pty, = 6 > Grupa Il

Posao J5: ptsq = 8, pts, = 3 — Grupa |
U slucaju da su vremena obrade poslova jednaka pt; ; = pt,;, onda ti poslovi mogu biti
deo bilo koje grupe.

Posao J3: pt3; = 4, ptz, = 4 = moze biti u bilo kojoj grupi: Grupa I ili Grupa II.
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Nakon raspodele poslova po grupama one imaju sledeci oblik:
Grupa I: Posao J, i Posao J;

Grupa II: Posao J;, Posao J,, Posao Js.
Korak 2 (Sortiranje unutar grupa):
e Poslovi iz Grupe I obraduju se prema SPT pravilu.
Sekvetni raspored obrade poslova u tom slucaju bice: Posao J, = Posao /3
e Poslovi iz Grupe II obraduju se prema LPT pravilu.
Sekvetni raspored obrade poslova iz druge grupe bice: Posao J, = Posao /s — Posao J;
Korak 3 (Kreiranje optimalne sekvence):
e Sabiranjem grupa (Grupa I + Grupa II) i primenom opisanih pravila dobija se optimalni
sekvetni raspored poslova na masinama.
e U tom slucaju optimalni sekvetni raspored poslova bic¢e: Grupa I + Grupa II:
Posao J, = Posao J; = Posao J, = Posao /s — Posao J;
Korak 4 (Izracunavanje funkcije cilja):
e Izracunavanje funkcije cilja Ct,,,, predstavljeno je u tabeli 5.7, dok graficki prikaz

dobijenih rezultata prikazan je na slici 5.9.

Tabela 5.7 IzraCunavanje ukupnog vremena obrade poslova Ct .

Jn Pocetallél el Zavrsetak obrade M; | Pocetak obrade M, Zavrset]?;{ SIS
1 1

1 0 3 3 8

I 3 7 8 12

I3 7 14 14 20

Ja 14 22 22 25

Js 22 28 28 30

Ctmax - 30

C(min) |0 15 30
Mi 211 311 411 511 111
M2 222 322 422 522 122

Slika 5.9 Graficki prikaz optimalnog sekvetnog rasporeda poslova

107



Razvoj modela za optimalno planiranje i rasporedivanje resursa u malim i srednjim preduze¢ima u uslovima neizvesnosti

5.2.3 Pravila prioriteta poslova primenom fazi MCDM metoda

U slucaju slozenih modela planiranja i rasporedivanja resursa problem odredivanja
prioriteta poslova je takode relativno slozen. Jedan od mogucih pristupa je primena fazi
MCDM metoda u cilju rangiranja poslova po prioritetu. Implementacija fazi MCDM za
odredivanje prioriteta poslova ima za cilj ukljucivanje stavova eksperata i njihovih subjektivnih
procena pri rangiranju poslova (Tiirkakin i sar., 2021), (Stankovi¢ i Petrovi¢, 2025).

Detaljan postupak odredivanja optimalnog plana i rasporeda poslova na masinama, kod
koga su poslovi rangirani prema svojim proritetima primenom fazi MCDM metoda, prezentovan
je u radu (Stankovi¢ i Petrovi¢, 2025). Zadatak je bio rasporedivanje dvanaest poslova | =
{J1,J2,-++,]J12} na osam masina M = {M;, M,, ..., Mg} prema prioritetima poslova koji se
definiSu njihovim rangiranjem primenom MCDM metoda. Osnovni koncept 1 Sematski prikaz
implementacije predlozene metodologije graficki je predstavljen na slici 5.10, koja prikazuje

klju¢ne faze procesa odlucivanja i njihovu medusobnu povezanost (Stankovi¢ i Petrovi¢, 2025).

FAHP > ]

A 4

—»| Ekspert 1

FFUCOM [—»| —>

v

FAHP [

Ekspert 2

FFUCOM |—»

Agregacija stavova eksperata

primenom FWASPAS metode

FAHP —» —»

Definisanje kriterijuma za rangiranje poslova
C,(n=1+m)

Tezinski koeficijenti razmatranih kriterijuma
A 4
Rangiranje poslova prema izabranim kriterijumima

—| Ekspert 3 >

FFUCOM [ —>

[T111T

Matrica odluc¢ivanja
(ocene performansi poslova u
odnosu na postavljene kriterijume)

Slika 5.10 Osnovi koncept i Semtski prikaz implementacije MCDM metodologije

Ovaj metodoloski okvir razvijen je sa ciljem optimizacije rasporeda poslova u sloZenim

proizvodnim sistemima, uzimajuc¢i u obzir prioritete poslova kao klju¢ne parametre koji uticu na
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pravovremenost njihovog izvrSenja. Cilj ovog pristupa je kreiranje preciznog i pouzdanog
modela odlucivanja, koji omogucava optimalno rasporedivanje proizvodnih resursa na osnovu
karakteristika poslova. Kombinovanjem naprednih fazi MCDM metoda, kao $to su FAHP,
FFUCOM i FWASPAS, omogucava se donosenje odluka koje uzimaju u obzir vise medusobno
zavisnih kriterijuma. Implementacija metodologije obuhvata definisanje kriterijuma, evaluaciju
1 agregaciju ekspertskih ocena, formiranje matrice odlucivanja i konacno rangiranje poslova.

Faza 1 (Definisanje kriterijuma za rangiranje poslova): Prva faza u ovom postupku
je definisanje relevantnih kriterijuma, koji omogucéavaju vrednovanje i rangiranje poslova u
proizvodnom sistemu. Kriterijumi direktno uti¢u na proces odlucivanja i omogucavaju
donosSenje objektivnih odluka o rasporedivanju i prioritizaciji poslova. Cilj ove faze je da se
odrede relevantni kriterijumi koji uti¢u na rangiranje poslova samim tim kasnije i na izbor
prioriteta poslova. Kriterijumi koji direktno imaju uticaj na upravljanje procesom
proizvodnje 1 povezani su sa karakteristikama svakog posla mogu se sagledati na sledeci
nacin:

e (;: Ukupno vreme obrade posla (minimizacioni kriterijum — pozeljna je alternativa sa
kra¢im vremenom obrade poslova na bilo kojoj masini),

e (,: Broj operacija jednog posla (minimizacioni kriterijum - pozeljna je alternativa sa
manjim brojem operacija u okviru jednog posla),

e (53: Vremenski rok do kojeg je potrebno zavrSiti posao (minimizacioni kriterijum -
pozeljna je alternativa sa ranijim rokom obrade posla ili do zadatog vremenskog roka),

e (,: Ukupno vreme podeSavanja posla na izvrSenje (minimizacioni kriterijum — poZeljna
je alternativa sa kra¢im vremenom pripreme obrade posla na masini),

e (s5: Najraniji moguéi datum pocetak obrade posla (maksimizacioni kriterijjum —
pozeljna je alternativa sa kasnijim pocetkom obrade posla §to pruza viSe opcija za
raspored),

e (: Fleksibilnost obrade posla na razli¢itim maSinama (maksimizacioni kriterjjum —
pozeljna je alternativa sa ve¢om fleksibilnos¢u Sto olakSava planiranje proizvodnje),

e (;: Posao se moze obraditi na istoj masini viSe puta nezavisno od rute obrade poslova
(maksimizacioni kriterijum — poZeljna je alternativa sa ve¢om nezavisno$¢u obrade
poslova ¢ime se smanjuje ograni¢enje rasporeda).

Faza 2 (Procena kriterijuma od strane vise eksperata): Kako bi se obezbedila pouzdanost
dodeljenih tezinskih vrednosti, potrebno je sprovesti anketiranje eksperata, pri ¢emu su misljenja

strucnjaka analizirana primenom FAHP i FFUCOM metode. Svaki ekspert ima specijalizovano

109



Razvoj modela za optimalno planiranje i rasporedivanje resursa u malim i srednjim preduze¢ima u uslovima neizvesnosti

znanje iz oblasti MCDM metoda, proizvodnih sistema, logistike i optimizacije, ¢ime se osigurava
validnost ocenjivanja. Procena kriterijuma od strane eksperata kljuan je korak u procesu
odlucivanja, jer omogucava subjektivnu ocenu i dodelu odgovarajuée tezine svakom kriterijumu
u skladu sa njegovim uticajem na rangiranje poslova.

Kombinovanjem individualnih ekspertskih ocena kroz proces agregacije, dobijaju se
konacni tezinski koeficijenti kriterijuma. Primenom opisane metodologije odreduju se tezinski
koeficijenti u vidu fazi brojeva W, = (Wry, Wr,, Wr3), koje predstavljaju donju, srednju i gornju
granicu procene. Dobijeni rezultati prikazani su u tabeli 5.8.

Faza 3 (Agregacija stavova eksperata): Svaki ekspert individualno ocenjuje kriterijume
koriste¢i FAHP 1 FFUCOM metode, prema tome neophodno je sprovesti agregaciju rezultata.
Agregacija ekspertskih ocena je bitan korak u procesu visekriterijumskog odlucivanja, jer
omogucava formiranje jedinstvenog skupa tezinskih koeficijenata kriterijuma. U predlozenoj
metodologiji izabrana je metoda aritmeticke sredine. Rezultati su prikazani u tabeli 5.8

(Stankovi¢ i Petrovi¢, 2025).

Tabela 5.8 Tezinski koeficijenti razmatranih kriterijuma

Fazi MCDM | Ekperti W, Cy C, Cs Cy Cs Ce C;
Wry1 | 0.045 | 0.006 | 0.554 | 0.000 | 0.395 | 0.000 | 0.000
Expert1 | Wr,; | 0.045 | 0.006 | 0.554 | 0.000 | 0.395 | 0.000 | 0.000
Wrz1 | 0.045 | 0.006 | 0.554 | 0.000 | 0.395 | 0.000 | 0.000
Wri, | 0.181 | 0.046 | 0.436 | 0.000 | 0.337 | 0.000 | 0.000
Expert2 | Wr,, | 0.181 | 0.046 | 0.436 | 0.000 | 0.337 | 0.000 | 0.000
Wrs, | 0.181 | 0.046 | 0.436 | 0.000 | 0.337 | 0.000 | 0.000
Wriz | 0208 | 0.131 | 0.390 | 0.000 | 0.271 | 0.000 | 0.000
Expert3 | Wr,5 | 0.208 | 0.131 | 0.390 | 0.000 | 0.271 | 0.000 | 0.000
Wrsz | 0.208 | 0.131 | 0.390 | 0.000 | 0.271 | 0.000 | 0.000
Wry1 | 0.087 | 0.047 | 0.175 | 0.058 | 0.113 | 0.070 | 0.064
Expert1 | Wr,; | 0.150 | 0.121 | 0.322 | 0.122 | 0.143 | 0.121 0.098
Wrsqy | 0.150 | 0.121 | 0.322 | 0.122 | 0.143 | 0.126 | 0.098
Wri, | 0.057 | 0.035 | 0.133 | 0.054 | 0.151 | 0.070 | 0.060
FFUCOM Expert2 | Wry, | 0.129 | 0.102 | 0.273 | 0.115 | 0.261 | 0.101 0.101
Wrs, | 0.129 | 0.104 | 0.273 | 0.115 | 0.261 | 0.130 | 0.101
Wriz | 0.057 | 0.035 | 0.133 | 0.054 | 0.151 | 0.070 | 0.060
Expert3 | Wry5 | 0.129 | 0.102 | 0.273 | 0.115 | 0.261 | 0.101 | 0.101
Wrss | 0.129 | 0.104 | 0.273 | 0.115 | 0.261 | 0.130 | 0.101
Wr, | 0.106 | 0.050 | 0.303 | 0.028 | 0.236 | 0.035 0.031
Ukupno | Wr, | 0.140 | 0.085 | 0.375 | 0.059 | 0.278 | 0.054 | 0.050

Wrs | 0.140 | 0.085 | 0.375 | 0.059 | 0.278 | 0.064 | 0.050

FAHP

Aritmetic¢ka
sredina
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Faza 4: (Formiranje matrice odlu¢ivanja): Matrica odlucivanja predstavlja objektivnu
analizu alternativa u procesu rangiranja poslova. Formira se na nac¢in da omogu¢i strukturirano
poredenje razli€itih alternativa na osnovu viSe kriterijuma. Njena glavna svrha je omogucditi
donosenje objektivnih odluka uzimajuéi u obzir razliite faktore koji uticu na izbor najbolje
opcije. U slucaju kada postoji neizvesnost, subjektivnost ili nepreciznost u ocenjivanju
alternativa 1 kriterijuma u viSekriterijumskom odlucivanju koriste se fazi brojevi (u ovom
slu¢aju trougaoni fazi broj) sa ciljem preciznijeg modeliranja realnih situacija.

Matrica odlucivanja sa jedne strane i vektor tezinskih koeficijenata sa druge strane sluze
kao ulazni parametri FWASPAS metode, omogucavajuci donoSenje optimalnih odluka. Jasno
definisani minimizacioni i maksimizacioni kriterijumi garantuju ta¢nost rangiranja.

Svaki element matrica odlu¢ivanja kvantitativno izrazava performansu alternative

(posla) prema jedom kriterijumu, $to se i moze videte u tabeli 5.9 (Stankovi¢ i Petrovi¢, 2025).

Tabela 5.9 Ocene karakteristika poslova - matrica odlucivanja

Cn Cylvreme] | G[-1]| G[-] Col-1] Cr[-]

In min min min max max

J1 | (14, 16.5, 18.6) 8 (2,8,10) (0.25, 0.5, 0.75) (0,0,0.25)
J2 (16, 18.5, 20) 8 (7,15, 19) (0.5,0.75, 1.0) (0,0.25,0.5)
I3 (7.5, 8.5,9.6) 4 (9, 15, 23) (0.25, 0.5, 0.75) (0,0.25,0.5)
Ja (6.5,7.5,8.7) 5 (3,12, 16) (0.5,0.75, 1.0) (0.25,0.5, 0.75)
Js | (16,17.5,21.5) 9 (15, 16, 18) (0.5,0.75, 1.0) (0.25, 0.5,0.75)
Js (7.5, 8.5,9) 6 (15,17, 25) (0.75, 1.0, 1.0) (0.5,0.75, 1.0)
J7 (3.5,6.5,7.8) 3 (17,21, 29) (0.75, 1.0, 1.0) (0.5,0.75, 1.0)
Js (6.5,7.5, 8.6) 3 (18, 22, 28) (0.25, 0.5, 0.75) (0,0.25,0.5)
Jo (7.5, 8.5,9.6) 3 (19, 23, 29) (0,0.25,0.5) (0, 0,0.25)
Jio | (15.5,17.5,19) 8 (22, 25, 32) (0.25,0.5,0.75) | (0.25, 0.5,0.75)
Ji1 | (12.5,13.5,15) 7 (23, 25, 33) (0,0.25,0.5) (0.25, 0.5,0.75)
Ji2 | (18.5,19.5,22) 9 (26, 27, 37) (0.75, 1.0, 1.0) (0.25, 0.5,0.75)

Faza S (Rangiranje poslova prema prioritetu obrade): Nakon definisanja kriterijuma,
odredivanja tezinskih koeficijenata 1 formiranja matrice odlucivanja, poslovi se rangiraju
primenom FWASPAS metode. Rezultati rangiranih poslova prema FWASPAS metodi prikazani
su u tabeli 5.10 (Stankovi¢ i Petrovié, 2025).

Tabela 5.10 Rangiranje poslova prema prioritetu izvrSavanja FWASPAS

In 1 2 3 4 7 8 9 10 11 12
K; 10.287 | 0.192 |0.195 | 0.274 0.369 [0.218 | 0.131 | 0.141 | 0.119 |0.131
Rang | 3 7 6 4 1 5 10 9 12 11
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Graficki prikaz rangiranih poslova prema FWASPAS metodi predstavljen je na
slici 5.11.

Rangiranje poslova prema prioritetu izvrSavanja FWASPAS

0.4 Posao 7
Posao 6
0.35 §
33 Posag 1 Posao 4 § §
25 § § § \
Ki " § Posao 2 Pgsgo 3 § § § P% 5
| § § § § PVOS?(;, ’ % § § Posao 9 Posao 10 Posao 12
0.15 § § §: §\ § § § § § § Posao 11" 2~
- NN XYY |
3 7 6 4 8 ; e I 5 10 9 12 1
Slika 5.11 Graficki prikaz rangiranja poslova prema prioritetu izvrSavanja

5.3 MATEMATICKI PRISTUP IZRACUNAVANJA FUNKCIJE CILJA

S
ﬂ

Funkcije Ctpaxs Winaxs TMmaxs LMpma, 0 optimizaciji i upravljanju resursima su
matematicki izrazi ili kriterijumi ¢ija je uloga kvantitativno iskazivanje ciljnih funkcija. Svaka
funkcija ima svoju primenu a izbor odgovarajuce funkcije cilja zavisi od specifi¢nih ciljeva i
problema optimizacije.

Kako bi se matematicki prikazao pristup izraCunavanja funkcije cilja, koriS¢en je primer
definisan u tabeli 5.3, prema kojem su poslovi rasporedeni u slede¢em sekvetnom planu: 2 — 1
— 3 — 5 -4 - 6. Ovakav sekventni raspored poslova iskoriS¢en je za dalji tok izraCunavanja
ciljnih funkcija (Alharkan, 2005). Pre toga neophodno je za svaki posao sracunati ranije

definisane velidine:

C; = (8d; + ptijx) (5.1)
Sd; = Wt; (5.2)

LM; = (C; — dd;) (5.3)

TM; = max (LM;, 0) (5.4)

gde C; predstavlja vreme trajanja posla j, Sd; vreme pocetka obrade posla j, LM; ukupno
kaSnjenje posla j na izvrSenje, TM; prosecno kaSnjenje poslova na obradu. U tabeli 5.11

prikazani su dobijeni rezultati.
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Poglavlje 5
Tabela 5.11 Numericke vrednosti veli¢ina C;, Sd;, LM;, TM;.
2 9 0 9 10 0 -1 0
1 6 9 15 15 9 0 0
3 7 15 22 16 15 6 6
5 11 22 33 19 22 14
4 3 33 36 26 33 10
6 4 36 40 35 36 5

Konaéno izracunavanja funkcija cilja Ctpax, Winaxs TMmax> LMpmax, prikazano je

izrazima 5.5 — 5.8 (Alharkan, 2005), (Pinedo, 2008):

j=6
Ctmax = ) Pty = 40 (5.5)
=
6
_ Wt 115
Winax = = 16 L= —=19,166 (5.6)
¢ _TM; 35
TMypgr = 22— = = = 5,833 (.7)
LM, = 14 (5.8)

gde Ct,, 4 predstavlja ukupno vreme trajanja svih poslova, W, ., predstavlja prosecno ¢ekanje
svih poslova na izvrSenje, TM,,,, prosecno kasSnjenje poslova, LM,,,, maksimalno kasnjenje

J tog posla. Graficki prikaz vrednosti funkcije cilja prikazan je na slici 5.12.

Ctmax 40

C(min) O 10 20 30
MiI  ptij=211= 9 111 “ 511 4k 6111,
Sdi=0 Cj=9 Cj=15 ddj=19 LMj=14 Cj=4‘0

Slika 5.12 Graficki prikaz rasporeda poslova 1 izraCunavanja funkcije cilja

54 MODEL PLANIRANJA I RASPOREPIVANJA POSLOVA NA
POJEDINACNOJ MASINI S,

Model planiranja i1 rasporedivanja poslova na pojedina¢noj masini predstavlja prvi i

osnovni model u jednom proizvodnom okruzenju. U razmatranom slu¢aju masinsko okruZenje
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sastoji se od jedne masine na kojoj je potrebno rasporediti n poslova u skladu sa funkcijom

cilja. Opisani model graficki je prikazan na slici 5.13.

® ® @——L

| | EE

Slika 5.13 Graficki prikaz modela na pojedinac¢noj masini S,

Model planiranja i rasporedivanja poslova na pojedinacnoj masini potrebno je da
zadovolji sledece predpostavke (Pinedo, 2001), (Brucker, 2007):

¢ maSina obraduje poslove jedan po jedan a vreme obrade na masini je unapred poznato,

e masina je dostupna u svakom trenutku dok traje proces rasporedivanja poslova,

5.4.1 Matematic¢ka formulacija deterministickog modela rasporedivanja poslova

na pojedinaénoj masini S, | rd;, dd; | ZCt;

Model sa jednom masinom predstavlja osnovni oblik rasporedivanja poslova u
proizvodnim sistemima, gde se svi poslovi obavljaju sekvencijalno na jednoj dostupnoj masini.

Za definisanje matematicke formulacije modela sa jednom masinom kori$¢ena je sledeca

notacija:
J -skup poslova, j € ] = {1,2,.. ,n},
pt; - potrebno vreme obrade za posao j,
rd;- obrada posla j nije moguca pre datuma izdavanja naloga za obradu,
Sd; - pocetno vreme svakog posla j,
dd; - poslednji rok zavrSetka svakog posla j,
Ctj- vreme zavrSetka posla j,
Ctax — ukupno vreme zavrsetka svih poslova.

Promenljive odlucivanja u ovom slu¢aju mogu se definisati na slede¢i nacin:

{1, ako je posao j ispred posla j'
77" 10, u suprotnom

Funkcija cilja, odnosno kriterijum optimalnosti ima oblik:

min Cty gy (5.9)
pri Cemu vaze sledeca ogranicenja:

Ctj+pt; < Cty +K(1—x;;1), Vj,j € Jj#]' (5.10)
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xijr+xp;=1Vj),j € J,j#] (5.11)
Sd; >=rd;, Vj€ ] (5.12)
Ctj >Sd;j+pt;, Vj€] (5.13)
Ctj =0, Vj€] (5.14)
Ct; < Clingx, V) € J (5.15)
X € {01}, Vj,j € ), j#] (5.16)

Ogranicenja (5.10) 1 (5.11) osiguravaju da svaki posao bude obraden u definisanom
redosledu, sprecavajuci na taj nacin preklapanja u rasporedu. Ogranicenje (5.12) predstavlja
uslov da posao ne moze poceti da se obraduje pre nego $to je dostupan za obradu, dok ogranic¢enje
(5.13) definiSe vreme zavrSetka posla. Ogranicenje (5.14) osigurava da vremena obrade budu
pozitivna, dok ogranienje (5.15) postavlja maksimalno vreme zavrSetka svih poslova u
rasporedu. Konacno, ogranienje (5.16) opisuje promenljivu odlu¢ivanja x;;» koja moze biti 0

ili 1, ¢ime se jasno odreduje redosled poslova.

5.4.2 Matematicka formulacija stohasti¢og modela rasporedivanja poslova na

pojedina¢noj masini S, | stohpt; | ZCt;

U nastavku je prikazana model rasporedivanja poslova na jednoj masini sa stohastickim
vremenima obrade. Primer stohastickog modela kod koga su vremena obrade slucajne
promenljive detaljno je predstavljen u poglavlju 4.2.1. U ovom modelu, deterministi¢ka vremena

obrade pt;, zamenjena su slu¢ajnim promenljivama stohpt;, koje slede normalnu raspodelu
stohpt;~N (,uj, ajz) sa srednjom vrednoS¢u p; i standardnom devijacijom o;. Kako bi se

obezbedila sigurnost u rasporedu poslova, ograni¢enja su prilagodena tako da zadovolje uslov
verovatnoce 95%. ProSirenjem deterministickog modela, omogucéava se optimizacija rasporeda
u uslovima neizvesnosti gde ogranic¢enja (5.11), (5.12), (5.14) 1 (5.16) ostaju ista kao u slucaju
deterministickog modela. Ograni¢enja koja se dodaju stohastickom modelu predstavljena su

izrazima 5.17 — 5.20:

Ct; + stohpt; < Ctyr +K (1 —x;;1), Vj,j € j# ]’ (5.17)

P(Ct; + stohpt; < Ctj) 2 0,95%, Vj'€ J,j#]' (5.18)
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P(Ct; = Sd; + stohpt;) = 0,95%, Vj € | (5.19)
P(Ctj < stohCtmgy) = 0,95%, Vj€ ] (5.20)

5.4.2.1 Primer optimizacije stohastickog modela rasporedivanja poslova na

pojedinac¢noj masSini primenom PSO algoritma

Model rasporedivanja poslova na jednoj masini, kod koga su vremena obrade poslova
slu¢ajne veli¢ine sa normalnim zakonom raspodele, prema usvojenoj notaciji, ima oblik
Sm | stohpt; | stohCty, . Primenom PSO algoritma optimizacije na ovako definisan model

predstavljena je u nastavku. U tabeli 5.12 prikazani su ulazni parametri i rezultati optimizacije.

Tabela 5.12 Stohasticka vremena obrade poslova na maSinama

Poslovi Vreme obrade stohpt; Sekventni raspored poslova
1 9.266 3
2 11.442 10
3 10.353 5
4 9.884 4
5 11.094 8
6 7.723 2
7 10.431 6
8 7.236 e p— 1
9 11.438 9
10 11.005 7
StohCt,qy 58.455 miniuta

Optimizacija primenom PSO algoritma
T | T T

63

60

Vrednost funkcije cilja stohCtmax

59

58

1 L
0 5 10 15 20 25 30
Iteracije

Slika 5.14 Graficki prikaz vrednosti funkcije cilja stohCt,,,, u odnosu na broj iteracija
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5.5 MODEL PLANIRANJA I RASPOREDIVANJA POSLOVA NA
MASINAMA U PARALELNOJ VEZI P,,

Model planiranja i rasporedivanja poslova na masinama u paralelnoj vezi fokusira se
na istovremenu obradu zadataka radi povecanja efikasnosti proizvodnje. Paralelna struktura
omogucava ravnomerno rasporedivanje opterecenja, ¢ime se smanjuju uska grla i optimizuje
vreme izvrSenja. Kljucni izazov je sinhronizacija poslova kako bi se postigla maksimalna
iskoriS¢enost svih masina bez zastoja. Optimizacija modela rasporedivanja omogucava
dinamicko prilagodavanje promenljivim uslovima rada i povecava produktivnost sistema.

Zadatak je postavka modela planiranja i rasporedivanja n poslova na skupu m
masina u medusobnoj paralelnoj vezi. Na slici 5.15 predstavljen je graficki prikaz modela

u paralelnoj vezi masina.

> M3

=T

zmjfofololcloy Rl T

B

|, | M

[ .

Slika 5.15 Graficki prikaz modela u paralelnoj vezi masina B,

Formulacija modela u paralelnoj vezi naj¢esce se koristi u slede¢im formama:
e Paralelna veza sa identicnim maSinama sa oznakom - Pl,,,,
e Paralelna veza masSina sa razli¢itim brzinama obrade sa oznakom - QF,,,

e Paralelna veza masina sa razli¢itim karakteristikama - RU,,.

5.5.1 Matematicka formulacija deterministicCkog modela rasporedivanja poslova

na masinama u paralelnoj vezi PI,,, | pprmp | Ct, ..

Prema formulaciji deterministickog modela PIL,,, | pprmp | Ct,,, 4 MmoZe se zakljuciti da
se radi o paralelnoj vezi maSina. U polju a: predstavljena oznaka PI,, oznacava da se radi o
paralelnoj vezi sa identi¢énim masinama. U polju S: predstavljena oznaka pprmp predstavlja
mogucnost prekida posla koji je u tom trenutku bio na raspolaganju za izvrSavanje i pokretanje
obrade novog posla koji mozda do tada nije bio dostupan na izvrSenje. U polju y: predstavljena

je funkcija cilja Ct,,,, koja oznacava kriterijum minimizacije ukupnog vremena. Za model u
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paralelnoj vezi sa identi¢nim masinama koriS¢ena je slede¢a notacija (Naderi i sar., 2011),

(Stankovi¢ i sar., 2021):
M — masina na kojoj se vrsi rasporedivanje poslova,
m — broj masina,
J -skup poslova, j € | = {1,2,...,n},
n — ukupan broj poslova,
ptji - potrebno vreme obrade posla j na masini k,
Xji, — promenljiva odlucivanja,

Ctnax — ukupno vreme zavrsetka svih poslova.

Promenljive odluc¢ivanja u ovom slucaju mogu se definisati na slede¢i nacin:

{1, ako je posao j dodeljen masini k
Jk 10, ako posao j nije dodeljen masini k

Kriterijum optimalnosti:

min Ctp,qy (5.20)

pri cemu vaze sledeca ograni¢enja (Stankovi¢ 1 sar., 2021):

n

Zptjkxjk < Climax k=1,..,m (5.21)
J

Pejk < Clmax j=1..,n (5.22)
m

ijk =1 j=1,..,n (5.23)
k=1

Xk =0 k=1,..m j=1,..,n (5.24)

Ctmax =0 (5.25)

Funkecija cilja (5.20) predstavlja kriterijum minimizacije ukupnog vremena i optimalan
raspored poslova na masinama. Ogranicenje (5.21) obezbeduje i osigurava da je ukupno vreme
obrada na bilo kojoj masSini manje ili jednako od ukupne funkcije cilja Ct,,,,. Ogranicenje
(5.22) obezbeduje uslov da je vreme bilo koje pojedinacne obrade krac¢e od funkcije cilja.

Ogranicenje (5.23) definiSe uslov da svaki posao mora biti dodeljen ta¢no jednoj masini u tom
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trenutku. OgraniCenje (5.24) definiSe tip promenljive, dok ograni¢enje (5.25) uslovljava da

ciljna funkcija mora biti ve¢a od nule.

5.5.1.1 Primer optimizacije deterministickog modela rasporedivanja sa vremenima
obrade poslova i vremenima podeSavanja maSina primenom SA i GA

algoritma

Optimizacija problema opisanog primenom deterministickog modela rasporedivanja
poslova na paralelnim maSinama sa vremenima obrade poslova i vremenima podeSavanja
masina prikazana je u tekstu koji sledi. U svrhu optimizacije prikazana je primena SA i GA
algoritma za sluCajeve obrade deset, odnosno dvadeset, poslova na osam paralelnih masina. U
tabeli 5.13 data su vremena obrade poslova na masinama, dok su tabeli 5.14 prikazana vremena

podesavanja poslova pri obradi na pojedina¢nim masinama (Stankovi¢ i sar., 2021).

Tabela 5.13 Vremena obrade poslova na masinama

Poslovi Vremena obrade poslova na masinama
Jn M, M, M; M, Ms Ms M, Mg
J1 29 17 18 25 38 27 18 35
J> 23 52 50 59 55 30 15 17
I3 25 39 55 10 42 19 23 25
Ja 45 38 36 49 22 12 33 35
Is 55 56 18 51 12 30 43 25
Je 48 24 40 54 32 40 33 45
J7 48 27 18 15 42 50 53 27
Js 23 52 50 59 58 24 45 34
Jo 25 39 35 17 28 34 49 64
J10 45 38 36 49 25 44 40 44

Tabela 5.14 Vremena podeSavanja masSina pri obradi poslova

My | Ji | J2|Js|Ja|Js |Je |J7 | Js | Jo | Jio | My | J1 | J2 | J5 | Ja |5 | Js | J7 | Js | Jo | J10
Llsl7ls]7]7]s 2al3] 8771763 2]a]7]2]5
L13|s|s|s|ele|s]al7]al,[7]7]3]ala]3]3]6]6]3
Llelslels|[3|2]7]8]al2|pl7]2]2]s8]2]5]3][7]2]2
Li3lal3lelele|s8]8]s| s, 12]5]7]3]6]3]2]6]7]5
J- 1273 6l2lal3]8 ]3] 4a]j]6lale6]e6|3]7]2]5]8]3
Jo l714lal7]6l2]3]8]3[3]5]5]7]6]l2][8]6]6]7]3
Ll3l71718]3|5]s5]7]e6|l 3], [3]4a]6]al7]2]8]5]2]2
Je |57 718[713 6548 jsl2lalalalals]2]al2]4
Jololal7]2]8]2]al3]8]6 | |7]3]al2]6]2]a]7]6]5
Jo 4134|8833 4|25 |Jol3|3|7[4]4]|7|8[8]7]7
Mz | Ji|J2|Ja|Ja|Js|Je|J7|Je|Jo|Jio | Ma|Ji|J2 | J3|Ja|Js |J6|J7|Je|Jo |10
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Jol6ls5|8|5(4|6|3[8|2[3 | |7|7[8[3|8[2|5]2|3]38
Llale|s|e|s5|5][5|6[3|2|)|8|5[2|3|6|7]|6]4|7]6
Lls 85743252633 ]2]a]4a]a]8]s]4]c6
Llel7lals5|7/6[7|7[5|8 J,|7|5[4|8[7]|7|3]|5|4]7
Jo | 84|53 727|538 |Js|3|5]6|5[8[5[7]4]|3]2
Jo 1717155568543 [8]8]5]a]l5][5]6][3]7]3
Ll2l2]2lalele|s8]elal sy, [7]7]8]3]s5]2]5]5]6] 4
Jel6|2]8 |88 25|42 4|Jg|4a|8]5|8[4]2[8]8|7]2
Jo 512267233 |5[5|J)|7]|6|5|4|2]2|4]2]7]|7
Jols13[5|6l6|3|2]6|6[3 |Jul5|4|5]7|3]6|3[5]2]7
Ms | Ji|J2 | Js|Ja|Js |Je |J7 | Js | Jo [ J10 | Me | J1 | J2 | J3 | Ja|Js | Je | J7 | Js | Jo | Jr0
Jolal7ls 7722753777633 |2]4]7]|2
L13|s|sls|elels|al7]alp|7]7]3]ala]3]3]6]6]3
Llelslels|[3lal7]8]al2]]7]2]2]8]2]5]3]7]2]2
L1343 |l6l6|6|[8|8[5]5|J|2|5[7]|3|6|3|2]6|7]5
Jel2|7]3|6|2|4[3 824 |J|6|4]|6|6[3]|7|2]5|8]3
Je 71447623833 |J|5|5[7]|6|2|8|6|6]|7]3
Ll3l7]718 655|763y, [3]alelalz]2]8]5]2]2
Je |57 718713 6548 jsl2lalalalals]2]al2]4
Jo 614728243 |86 |J|7|3|4]2|6[2/4]7]|6]5
Jol 413148833425 |J0|3[3|7][4|4]7|8[8[7|7
My | Ji\J2 | Js|Ja|Js |Je |J7 | Js |Jo [ Jr0 | Me | J1 | Jo | J3 | Ja|Js | Je | J7 | Je | s | Jr0
Jolels|s|salel3][s|2]3 | |7]7]8]3|8][2]5[2]3]3
Llale|slels|ss]el3[2]y,8]5]2]3]6]7]6]a]l7]6
Jals5(8|s5|7]4|3[2|5[2|6|Js|3|3[2|4|4]a|8]8|4]G¢6
Llel7lals[7lel 77587548773 ]5]4]7
Je 18453727538 |Js|3|5]6|5[8|5|7]4/|3]2
Je |71715155|6[8|5[4]3|J|8|8[5|4|5|5|6[3|7]3
122246 |6[8|6[4|5 ), |7|7]8|3|5]2|5]5|¢6] 4
Jele6l2]s|8[s8|2]s5]al2[4a]jsla]8]5]8]4]2]8]s8]7]2
Jo|lsl2]2|6[7|2|3[3|5[5|J|7]|6|5|4|22|4]2]7]|7
Jols!3[5|6l6|3|2]6|6|3 |Jul8|4|5]7|3]6|3[5]2]7

Rezultati optimizacije imaju za cilj da prikazu performanse SA i GA algoritama. U

nastavku su graficki predstavljeni dobijeni rezultati na slici 5.16 1 5.17, za skup podataka

koji obuhvata deset poslova i osam paralelnih masina. Takode, na slikama 5.18 1 5.19

prikazani su rezultati optimizacije za skup podataka koji sadrzi dvadeset poslova i osam

paralelnih masSina. U oba slucaja, graficki su prikazani optimizovani rasporedi poslova na

paralelnim masinama, kao 1 konvergencija reSenja u zavisnosti od broja iteracija potrebnih

za postizanje optimalne vrednosti posmatrane funkcije cilja.
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Optimizacija primenom SA algoritma
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Slika 5.16 Graficki prikaz rasporeda poslova primenom SA: problem n = 10im = 8

Optimizacija primenom GA algoritma
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Slika 5.17 Graficki prikaz rasporeda poslova primenom GA: problem n=10im = 8
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Optimizacija primenom SA algoritma
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Optimizacija primenom GA algoritma
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Slika 5.19 Graficki prikaz rasporeda poslova primenom GA: problem n =20im = 8

Nakon grafickog prikaza rezultata optimizacije za prvi skup podataka, sprovedeno je
dodatno poredenje algoritama na veéem skupu podataka kako bi se detaljnije uporedile
performanse SA i GA algoritama. Ulazni podaci za skup podataka od dvadeset poslova i
osam paralelnih masina detaljno je predstavljen u autorskom radu (Stankovi¢ i sar., 2021).
Nakon dodatnog poredenja SA i GA na ve¢em skupu podataka moze se zakljuciti da i jedan
1 drugi algoritam efikasno reSavaju problem planiranja i rasporedivanja resursa u paralelnog
vezi masina, pri ¢emu GA algoritam ostvaruje prednost sa nesto nizim vrednostima funkcije
cilja Ct,, 4. Konkretno, vrednosti funkcije cilja za GA iznose: Ctyqy = 63 1 Ctypq, = 37 dok
za SA iznose: Ctygy = 64 1 Ctae = 38, Sto potvrduje da oba pristupa pruzaju uporedive
rezultate, dok izbor metode zavisi od specificnih zahteva problema 1 podeSavanja ulaznih

parametara.

5.5.2 Matematicka formulacija stohastickog modela rasporedivanja poslova na

masinama u paralelnoj vezi PI,,, | stohpt;, stohpripm;, | stohCt,, .,

Stohasticki model u paralelnoj vezi masina sa stohastickim vremenima obrade poslova
1 stohastickim vremenima pripreme alata na maSinama moze se primenom definisane notacije
a | B |y oznatiti kao Pl,, | stohpt i, stohpripm i | stohCt,,;,, . U ovom modelu vremena
obrade 1 vremena podeSavanja alata mogu se posmatrati  objedinjeno
tpjk= stohpt; + stohpripmy, tako da ukupno vreme obrade posla na masSini, ukljucujuéi i
vreme podeSavanja alata, ima normalni zakon raspodele u obliku tpj, ~ N (upj, O'p]zk).

Graficki prikaz rasporeda poslova u paralelnoj vezi masina sa stohastickim vremenima obrade

prikazan je na slici 5.20 (Stankovic¢ i sar., 2025).
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tp]k = Stohpt]-k +
stohpripm

Slika 5.20 Graficki prikaz rasporeda poslova u paralelnoj vezi masina sa stohastickim

vremenom obrade

Formulacija modela u paralelnoj vezi masina sa stohastickim vremenom obrade
predstavljena je u nastavku uvodenjem sledecih promenjiva (Ranjbar, 2012), (Stankovi¢ 1 sar.,

2025):

M — masina na kojoj se vr$i rasporedivanje poslova,

J — skup poslova,

stohpt - stohasticko vreme obrade posla j na maSini k,

stohpripm, — stohastiCko vreme pripreme maSine k pre izvrSenja posla j,
tpjx — ukupno stohasticko vreme posla j na jednog masini k,

stohCty, 4, — ukupno stohasticko vreme zavrSetka svih poslova.

Promenljiva odlu¢ivanja u ovom slu¢aju moze se definisati na slede¢i nacin:

o { 1,ako je posao j dodeljen maSini k
Zjk = 0, u suprotnom

Funkcija cilja ima slede¢i oblik:

StohCth oy —
min stohCt,,,, = max 1_[ Fos < il ,upms> (5.26)
V OPins
pri ¢emu vaze sledeca ogranicenja (Stankovi¢ i sar., 2025):
z Zr=1 V€] (5.27)

keM
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UPms = Z Upjk * zjx, Vk€E€M

(5.28)
nej
op2 = Z Upjzk “Zix, VKEM (5.29)
nej
P (z UDjk " Zjk < StOthmax> =« (530)
nej
zj, € {0,1}, VjEe],VkeEM (5.31)

Jednacina (5.26) predstavlja kriterijjum minimizacije ukupnog vremena i optimalan
raspored poslova na masinama. OgraniCenje (5.27) definiSe uslov da svaki posao mora biti
dodeljen ta¢no jednoj masini u tom trenutku. Ograni¢enja (5.28) i (5.29) odreduju ocekivano
ukupno vreme obrade up,,s i varijansu ukupnog vremena obrade op2,; za svaku masinu k €
M. Ogranicenje (5.30) predstavlja verovatno¢u da vreme obrade poslova nece trajati duze od
ukupnog vremena ciljane funkcije stohCt,,,, sa verovatnoCom a. Ogranicenje (5.31)
predstavlja promenljivu koja moZe imati vrednost 0 ili 1 u zavisnoti od ostvarenih uslova

promenljive Zj.

5.5.2.1 Primer optimizacije stohastickog modela rasporedivanja sa vremenima
obrade poslova i vremenima podeSavanja maSina primenom SA i GA

algoritma

Optimizacija modela rasporedivanja poslova na masinama koje su u paralelnoj vezi sa
stohastiCkim vremenima obrade poslova tpj, primenom GA i SA algoritma predstavlja deo
istrazivanja €iji je cilj utvrdivanje uticaja ulaznih parametara optimizacionih algoritama na
kona¢nu vrednost razmatrane funkciju cilja stohCt,,,,. U tabeli 5.15 prikazana su vremena

obrade poslova na masinama koja imaju normalni zakon raspodele.

Tabela 5.15. Vremena obrade poslova na masinama prema zakonu normalne raspodele

Poslovi Masine
Jn M, M, Ms Mg
1 N(48,2.5) N(27,1.8) N(35,2.2) N(25,2.0)
/> N(23,3.0) N(52,2.5) N (45,2.0) N(35,1.9)
I3 N(35,1.8) N(39,2.0) N(23,1.4) N(55,2.1)
Ja4 N(45,2.2) N(38,2.4) N(25,2.0) N(55,2.3)
Is N(58,2.0) N(24,1.7) N(15,1.8) N(75,2.5)
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i N(37,2.8) N(48,3.1) N(23,1.9) N(69,2.4)
Ja N(17,3.5) N(48,2.7) N(56,2.2) N(98,3.1)
I N(17,1.5) N(29,1.2) N(25,1.6) N(34,2.0)
" N(23,2.4) N(38,2.1) N(17,1.7) N(67,2.6)
J1o N(48,2.5) N(27,1.8) N(35,2.2) N(25,2.0)
Ji1 N(23,3.0) N(52,2.5) N(45,2.0) N(35,1.9)
e N(35,1.8) N(39,2.0) N(23,1.4) N(55,2.1)
Jie N(45,2.2) N(38,2.4) N(25,2.0) N(55,2.3)
o N(58,2.0) N(24,1.7) N(15,1.8) N(75,2.5)
I N(37,2.8) N(48,3.1) N(23,1.9) N(69,2.4)
16 N(17,3.5) N(48,2.7) N(56,2.2) N(98,3.1)
Sz N(17,1.5) N(29,1.2) N(25,1.6) N(34,2.0)
s N(23,2.3) N(38,2.1) N(17,1.7) N(67,2.6)

U narednoj tabeli 5.16 prikazane su vrednosti vremena obrade poslova na masinama
generisane prema izrazu 4.13, odnosno procedure detaljno opisane u poglavlju4.2.1, na osnovu
normalno raspodeljenih veli¢ina prikazanih u tabeli 5.15 1 za verovatnocu realizacije 0.95%.

U tabelama 5.17 1 5.18 prikazani su ulazni parametri i kona¢ni rezultati optimizacije
primenom GA i SA algoritma respektivno. Rezultati optimizacije omogucavaju ocenu

efikasnosti algoritma i kvaliteta konvergencije resenja.

Tabela 5.16 StohastiCka vremena obrade poslova na maSinama tp jx

Poslovi Masine

Jn M, M, M, M, My M,

1 52.115 29.963 21.292 17.469 38.621 28.292
J5 27.938 56.115 55.267 63.609 48.292 38.127
J3 37.963 42.292 27.634 11.975 25.304 58.457
Ja 48.621 41.950 39.457 53.115 28.292 58.786
Js 61.292 26.798 43.786 58.773 17.963 79.115
Je 41.609 53.103 26.292 16.469 26.127 72.950
J7 22.761 52.444 47.938 34.115 59.621 103.103
Js 19.469 30.975 48.292 25.963 27.634 37.292
Jo 26.786 41.457 52.609 54.938 19.798 71.280
J10 52.115 29.963 21.292 17.469 38.621 28.292
Ji1 27.938 56.115 55.267 63.609 48.292 38.127
Ji2 37.963 42.292 27.634 11.975 25.304 58.457
Ji3 48.621 41.950 39.457 53.115 28.292 58.786
J14 61.292 26.798 43.786 58.773 17.963 79.115
Jis 41.609 53.103 26.292 16.469 26.127 72.950
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J16 22.761 52.444 47.938 34.115 59.621 103.103
J17 19.469 30.975 48.292 25.963 27.634 37.292
Jis 26.786 41.457 52.609 54.938 19.798 71.280
Tabela 5.17 Ulazni parametri optimizacije primenom GA algoritma
Ulazni parametri GA algoritma
n Iter Pop M, Xover stohCtqx
1 100 50 0.01 0.10 94.954
2 100 525 0.06 0.30 86.612
3 100 1000 0.01 0.70 84.672
4 350 287 0.06 0.70 80.442
GA 5 550 525 0.10 0.30 83.810
6 800 1000 0.01 0.50 82.727
7 700 50 0.10 0.30 94.524
8 2550 762 0.06 0.70 82.727
9 500 1000 0.01 0.90 85.534
10 2550 1000 0.03 0.90 82.727
Tabela 5.18 Ulazni parametri optimizacije primenom SA algoritma
Ulazni parametri SA algoritma
n Iter MaxlIter Ty alpha StohCt .y
1 100 20 5 0.5 93.638
2 200 20 5 0.5 88.028
3 200 25 10 0.65 90.913
4 500 25 12 0.75 87.724
SA 5 500 25 15 0.85 82.727
6 600 30 18 0.95 86.614
7 650 33 23 0.99 85.448
8 700 36 26 1 127.760
9 600 32 24 0.99 84.672
10 800 35 25 0.99 92.403

Na osnovu rezultata optimizacije moze se zakljuciti da GA pokazuje vecu tacnost

reSenja u pojednim slucajevima u poredenju sa SA algoritmom. Takode, vazno je ista¢i da

ulazni parametri metahuristickih algoritama predstavljaju bitne faktore u optimizaciji problema

planiranja i rasporedivanja poslova i u slu€aju pogresno izabranih vrednosti mogu znacajno da

uticu na vrednost funkcije cilja stohCt,;, -
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Optimizacija primenom GA algoritma
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stohCtmax = 82.727

Slika 5.22 Graficki prikaz optimalnog rasporeda primenom GA algoritma

5.6 MODEL PLANIRANJA I RASPOREDIVANJA POSLOVA — FLOW SHOP

PROBLEM - FS,,

Model planiranja i rasporedivanja poslova na masinama sa unapred definisanom

rutom FS,, predstavlja problem u kojem skup od n poslova mora biti obraden na m masina,

prate¢i unapred definisan sekventni redosled poslova. Grafic¢ki prikaz modela predstavljen je

na slici 5.23.

Slika 5.23 Graficki prikaz obrade poslova po modelu FS,,
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Raspored obrade poslova na maSinama, funkcioniSe po principu FIFO strategije,
odnosno svaki posao mora pro¢i kroz sve masine istim redosledom. Ciljevi modela mogu biti
minimizacija ukupnog vremena obrade poslova, smanjenje vremena neaktivnosti masina i
optimizacija drugih performansi kao $to su ukupno vreme protoka ili kasnjenja poslova na
izvrsenje.

Takode, karakteristika Flow Shop modela planiranja i rasporedivanja poslova jeste da
posao koji zapocne obradu na masini, ne moze biti prekinut sve dok se ta obrada ne zavrsi.

Vremena obrade svakog posla na svakoj masini su poznata unapred i ne menjaju se.

5.6.1 Matematicka formulacija stohastickog Flow Shop modela rasporedivanja

poslova FS,, | dd; wc; | StohCt 4y, TM 104

Stohasticki model FS,, planiranja i rasporedivanja poslova moze se predstaviti kao
FSy | ddj wej | Ctimax, TMpax. Ovaj model se bavi stohastickim problemom rasporedivanja
poslova, gde je cilj minimizacija ukupnog vremena obrade poslova i minimizacija ukupnog
vremena kasnjejna poslova na izvrSenje. Za definisanje matematicke formulacije stohastickog

modela planiranja i rasporedivanja poslova kori$éena je sledeca notacija:

M — skup masina na kojima se vrsi rasporedivanje poslova,

m — broj masina,

J -skup poslova, j € | = {1,2,.. ,n},

n - broj poslova,

wc; — tezinski koeficijent koji oznaCava prioritet posla,

stohpt; ~ N (u;, ajz), stohasticko vreme obrade posla j,

stohdd; ~ N (p;, a,gj), stohasti¢ko vremensko ogranicenje obrade posla j,
stohCt,, ., — ukupno vreme obrade poslednjeg posla na bilo kojoj masini.

stohTM,,,, —ukupno kasnjenje poslova na izvrSenje.

Promenljiva odluc¢ivanja u ovom slucaju moze se definisati na slede¢i nacin:

{1, ako je posao j zavrSen tactno na vreme,
]

0, u suprotnom

Funkecija cilja ima slede¢i oblik:

n
min stohCt,, g, = Z w(; min(Ctj - stohddj) (5.32)

j=1
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n
max stohT M4, = Z Vj (5.33)
j=1

pri ¢emu vaze sledeca ogranicenja:

; (5.34)
Z. HiYj S M
j=1
n
p (Z N p,%,-) >q (5.35)
]:
y; € (01},Vj €] (5.36)

Jednacina (5.32) predstavlja kriterijum optimalnosti ukupnog stohastickog vremena,
odnosno optimalanosti rasporeda poslova na masSinama, pri ¢emu vaze uslovi prioriteta

posla wc; . Jednacina (5.33) definiSe kriterijum kasnjenja poslova u odnosu na pravovremeno
izvrSenje. Ogranicenja (5.34) i (5.35) definiSu uslov da se svi poslovi, ¢ija su vremena

obrade stohpt; moraju zavrSiti do definisanog vremenskog roka stohdd; sa zadatom

verovatno¢om . Ogranicenje (5.36) definise tip promenljive.

5.6.1.1 Primer optimizacije stohasti¢ckog FS,, modela planiranja i rasporedivanja

poslova primenom ACOQO algoritma

Optimizacija stohastickog Flow Shop modela planiranja 1 rasporedivanja poslova na
masinama sa unapred definisanom sekventnom rutom primenom ACO algoritma sastoji se od

n = 20 poslova sa stohastickim vremenima obrade poslova stohpt; i stohastiCkim
vremenskim rokom obrade poslova stohdd;, definisanim u oba slu¢aja premenom normalnog

zakona raspodele. Ulazni parametri posmatranog problema predstavljeni su u tabeli 5.19.

Tabela 5.19 Stohasticka vremena obrade i stohasticki vremenski rok obrade poslova

Jn J1 J2 J3 Js J10
stohpt; | N(6.38,2.5) | N(7.12,1.9) | N(13.50,2.2) | ... | N(4.16,2.0) | N(7.79,2.1)
stohdd; | N(3.66,1.2) | N(6.86,1.66) | N(12.83,3.6) | ... | N(7.21,1.7) | N(9.45,3.6)

we; 30 18 15 9 12

Jn J11 J12 J13 J19 J20
stohpt; | N(11.59,2.5) | N(7.11,2.0) | N(10.18,2.70) | ... | N(14.31,3.0) | N(16.81,3.2)
stohdd, | N(9.92,2.15) | N(12,3.8) | N(10.83,3.25) | ... | N(10.58,2.35) | N(8.18,1.56)

we; 16 25 7 14 45
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Za optimizaciju stohastickog modela planiranja i rasporedivanja poslova na maSinama
sa unapred definisanom rutom primenom ACO algoritma, koris¢eni su slede¢i ulazni
parametri: broj iteracija Iter = 500, znacaj feromona « = 1.5, parametar f = 3 koji
obezbeduje odgovarajucu ravnotezu izmedu istrazivanja prostora reSenja i izbora najkracih
putanja, koeficijent isparavanja feromonskog traga p = 0.5, Ant Num = 40 (broj mrava) i
parameter Q = 100 koji definiSe koli¢inu ostavljenog feromona.

Nakon primene ACO algoritma dobija se vrednost funkcije cilja stohCt,,,, =
158.540, dok je ukupan broj zakasnelih poslova na pravovremeno izvrSenje TM,,,, = 4.
Zakasnelost poslova se javlja u slu¢ajevima kada poslovi ne budu izvrseni do unapred zadatog

vremenskog roka. Optimalan sekventni raspored poslova prikazan je u tabeli 5.20.

Tabela 5.20 Optimalan sekventi raspored poslova primenom ACO metode

Rezultati optimizacije primenom ACO metode

Jn J1 J2 I3 Ja Js Je J7 Js Jo J1o
2 4 10 6 11 19 20 9 12 3
Jn Ji1 J12 J13 J1a Jis J16 J17 Jis J19 J20
5 8 1 18 17 13 15 14 7 16

5.7 MODEL PLANIRANJA I RASPOREDIVANJA POSLOVA - JOB SHOP
PROBLEM - JSP,,

Model planiranja i rasporedivanja poslova sa unapred poznatim sekvetnim rasporedom
- JSP,, predstavlja problem rasporedivanja n poslova J;, J5,..., J, sa razli¢itim vremenima
obrade p;j, na m masSina. Svaki posao koji se obraduje na maSinama sastoji se od skupa
operacija Oqj, Oyj,..., O;; koje je potrebno obraditi na maSinama na osnovu unapred
definisanog sekventnog rasporeda poslova. Graficki prikaz modela planiranja 1 rasporedivanja

poslova JSP,, predstavljen je na slici 5.24.

COOET=:

Slika 5.24 Graficki prikaz JSP,, modela planiranja i rasporedivanja poslova
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Model planiranja i1 rasporedivanja poslova JSP, potrebno je da zadovolji sledece
pretpostavke (Bruker i sar., 1994):
e masina obraduje poslove jedan po jedan,

e jedna masina moze obradivati samo jedan posao u tom trenutku,

posao koji je zapocet na masini mora se zavrsti,

sekventni raspored poslova je unapred poznat,

e vreme obavljanja operacija je poznato za svaku masinu posebno.

5.7.1 Matematicka formulacija stohasticCkog Job Shop Problem modela

rasporedivanja poslova JSP,,| stohpt;j | sStohCt,, .

Stohasticki model JSP,, planiranja i rasporedivanja poslova, moze se definisati na sledeci
nacin JSPy| stohpt;ji | StohCty, 4. Za definisanje matematicke formulacije modela planiranja
i rasporedivanja poslova JSP,, kori§¢ena je sledeca notacija:

M - skup masina na kojoj se vrsi rasporedivanje poslova, gde je m ukupan broj
masina,

J - skup poslova, j € J = {1,2,...,n}, gde n predstavlja ukupan broj poslova,

J - indeks koji oznacava posao,

k - indeks koji oznacava masinu,

i - indeks koji oznacava operaciju nekog posla,

stohp;ji ~N (Ugjk, aizjk) stohasticko vreme obrade operacije i posla j na maSini k,

sd;jx - po€etno vreme obrade operacije i posla j na masini k,

K - dovoljno veliki pozitivan broj,

StohCt,, 4, - ukupno stohasti¢cko vreme obrade poslova.
Promenljive odluc¢ivanja u ovom slu€¢aju mogu se definisati na slede¢i nacin:

X {1, ako se operacija i posla j obraduje na masini k
vk 10, u suprotnom

Xijki'j'

{1, ako operacija i posla j na masini k zavrsi pre operacije i’ posla j'
0, u suprotnom

Kriterijum optimalnosti (Pinedo, 2009), (Raki¢evi¢, 2018):
min stohCt,, (5.37)

pri Cemu vaze sledeca ogranicenja:
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sd;jk + stohptji < sdgipyjr, Vi=1,..,m k=1,..,m; i

(5.38)
=1,..,0,—1
Sd;jk + stohpt;ji < stohCtyay, Vi=1,..,n k=1,..,m;i
(5.39)
= 1, . 0]
K- (1 - xijki’j’) + Sdijk = Sdijk + Stthtijkl Vj,j,, [ i,, k; ] * j’ (540)
K'xijki’j’ +Sdijk 2 Sdi,j,k +St0hpti’j’k’ Vj,j,, I:, i,,k; ] :,t]’ (541)
Sdijk = 0, V] = 1, e, N, k= 1, e, M i = 1, ,0] (542)
Xijk € {0,1} (543)

Jednacina (5.37) predstavlja kriterijum minimizacije ukupnog stohasti¢kog vremena,
odnosno optimalan raspored poslova na masinama. Ogranic¢enje (5.38) osigurava sekvencijalni
redosled poslova (operacija), pri ¢emu svaka naredna operacija moze da zapo¢ne obradu tek
nakon zavrsetka prethodne. Ogranicenje (5.39) definiSe uslov da vreme bilo koje operacije ne
moze biti veée od funkcije cilja stohCt,,,,. Ograni¢enja (5.40) 1 (5.41) definiSu redosled
obavljanja operacija na masSinama pri ¢emu obrade poslova (operacija) na masinama moraju
biti u skladu sa unapred definisanim promenljivama. Ograni¢enje (5.42) osigurava pozitivne

vrednosti vremena pocetka obrade operacija, dok (5.43) definiSe binarnu promenljivu.

5.7.1.1 Primer optimizacije stohasticCkog JSP,, modela planiranja i
rasporedivanja poslova primenom SA algoritma i modela masinskog
ucenja

Optimizacija stohasti¢kog JSP,, modela planiranja i rasporedivanja poslova primenom

SA algoritma i modela masinskog u€enja sastoji se od tri faze. Prva faza posmatranog problema
sastoji se od prikupljanja podataka na osnovu optimizacije SA algoritma. Optimizacija se
sprovodi na konkretnom primeru razvijenag stohasticog modela kako bi se napravila adekvatna
baza podataka koja ¢e kasnije u narednim fazama biti koriS¢ena kao ulazni paramatar kod
modela masinskog u€enja. Druga faza predstavlja primenu modela masinskog ucenja u cilju
izbora optimalnih parametara optimizacije kao i predikovanje optimalne funkcije cilja za
posmatrani proizvodni proces. Konacno, tre¢a faza koristi preporucene ulazne optimizacione
parametre 1 optimizuje proizvodni proces. U nastakvu, detaljno su predstavljene faze opisanog

hibridnog modela.
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Prva faza (Formiranje baze podataka): Polazna tacka istrazivanja polazi od
pretpostavke da ulazni parametri metaheuristickih algoritama imaju znacajan uticaj na funkciju
cilja. Shodno tome, u ovoj fazi modela koriS¢eni su rezultati optimizacije SA algoritma, pri
¢emu su kljucni ulazni parametri: broj iteracija Iter, maksimalni broj iteracija MaxlIter,
temperatura T,, faktor promene temperature alpha i izlazni prametar optimizacije funkcija
cilja stohCt,,,,. Eksperiment obuhvata 625 razli¢itih kombinacija parametara za problem
planiranja i rasporedivanja poslova, ¢ime se obezbeduje sveobuhvatna analiza njihovog uticaja
na posmatranu funkciju cilja. U tabeli 5.21 predstavljeni su ulazni parametri i dobijeni rezultati

optimizacije u prvoj fazi primenom SA algoritma (Stankovi¢ i sar., 2025).

Tabela 5.21 Dobijeni rezultati optimizacije u prvoj fazi primenom SA algoritma

Broj e e . . o
e Ulazni optimizacioni parametri SA algoritma Funkcija cilja

n Iter MaxlIter Ty alpha StohCt .y

1 100.00 3 9 0.4 89.608

2 100.00 4 13 0.5 95.399
250 200.00 10 30 0.1 78.168
251 200.00 20 30 0.1 83.462
350 500.00 105 50 0.3 75.407
365 750.00 25 80 0.1 79.819
450 1325.00 5 7 0.1 95.135
451 1325.00 5 8 0.1 91.304
452 1325.00 5 9 0.1 88.822
500 2000.00 80 50 2 125.719
550 2550.00 30 80 1.7 147.776
625 5000.00 90 50 0.3 75.407

Formiranje baze podataka primenom SA algoritma predstavlja prvu fazu optimizacije,
koja je od sustinskog znacaja za kasnije analize i donoSenje odluka. Pouzdanost i ta¢nost ovih
podataka direktno uticu na efikasnost i kvalitet optimizacionih modela u kasnijim fazama
istrazivanja.

Druga faza (Primena modela masinskog ucenja): U drugoj fazi istrazivanja primenjuju
se modeli maSinskog wucenja sa ciljem predikovanja optimizovane funkcije cilja
stohCt,,q, na osnovu ulaznih parametara SA algoritma. Ova faza koristi bazu podataka

generisanu u prvoj fazi (tabela 5.19), omogucavajuéi analizu odnosa izmedu ulaznih parametara
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11zlazne funkcije cilja. Glavni cilj primene modela masinskog ucenja je, ne samo da se postigne
tacna predikcija funkcije cilja, ve¢ i da se identifikuju kljucni ulazni parametri koji imaju najveci
uticaj na izlaznu funkciju. Ova analiza omogucava dublje razumevanje procesa optimizacije i
pomaze u identifikaciji najznacajnijih faktora koji uticu na performanse algoritma. U okviru ovog
istrazivanja koris¢en je model stabla odluke i1 Bajesova optimizacija (eng. Bayesian
optimization), §to omoguceva medusobno poredenje prediktivne sposobnosti ovih metoda.
Modeli koriste iste ulazne parametre posmatranog eksperimenta, ¢ime se omogucava direktno
poredenje njihovih performansi. Nakon primene modela masinskog ucenja, dobijeni rezultati su
predstavljeni u tabeli 5.22, gde se analizira preciznost predikcije 1 znacajnost pojedinacnih

parametara u modeliranju funkcije cilja.

Tabela 5.22 Performanse modela maSinskog ucenja za SA algoritam

Modeli Vreme treninga B.rzma )
.. . . | RMSE R? MSE | MAE predikovanja
masinskog ucenja (obs/sec) (sec)
Trening rezultati
Stablo odluke 71108 | 0.94 [50.563 3.9479 | ~7100 obs/sec |  4.2942 sec
Rezultati nakon testa
45568 | 0.97 [20.765] 2.8323 | ~7100 obs/sec |  4.2942 sec
Training rezultati
Bajesova 6.6428 | 0.95 [44.127] 3.921 | ~28000 obs/sec |  60.238 sec
optimizacija Rezultati nakon testa
5.1799 | 0.97 [26.832] 3.1333 | ~28000 obs/sec |  60.238 sec

Analiza rezultata na osnovu posmatranih metrika pokazala je da primenjeni modeli daju
dobre rezultate. Medutim, u nastavku istrazivanja zbog nesto boljih karakteristika koristi¢e se
model stabla odlucivanja, koji je odabran za dalju primenu u optimizaciji. Stablo odluke je metoda
nadgledanog ucenja koja koristi graficku strukturu nalik stablu za donoSenje odluka ili predvidanje
vrednosti na osnovu ulaznih podataka. Prednosti stabala odlu¢ivanja su jednostavna interpretacija,
transparentnost, primena na razliite vrste podataka (numericke 1 kategoricke) 1 mogucnost
vizuelne reprezentacije (Stankovi¢ 1 sar., 2025).

Na osnovu rezultata dobijenih u drugoj fazi istrazivanja, model stabla odluke se namece
kao optimalno sredstvo za dalju primenu. Rezultati ukazuju na visoku preciznost modela u
predvidanju metrika performansi kao $to su RMSE: 4.5568, R?:0.97, MSE: 20.765, MAE: 2.8323.
S obzirom da stopa tacnosti i predvidanje funkcije cilja stohCy,,, koris¢enjem modela maSinskog
ucenja dostizu 1 do 97%, evidentno je da model stabla odluke daje pouzdane rezultate. Graficka

analiza dodatno potvrduje ovu pouzdanost, pri ¢emu plava boja na grafikonima oznacava stvarne
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vrednosti funkcije cilja stohC,,,,, dok zute tacke predstavljaju predvidene vrednosti Sto se moze

videti na slici 5.25.

a) Model: Stablo odluke b) Model: Stablo odluke
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Slika 5.25 Graficki prikaz rezultata koriS¢enjem modela stabla odluke

U nastavku, prikazan je uticaj ulaznih parametara optimizacije SA algoritma na

vrednost funkcije cilja stohC,,,,. Graficki rezultati i uticaj ulaznih parametara SA algoritma

na posmatranu ciljnu funkciju sa stopom tacnosti od 97%, ilustrovani su na slici 5.26 i 5.27.

Predstavljeni rezultati pruzaju dublji uvid u proces optimizacije i potvrduju efikasnost

primenjenog modela u analizi sloZzenih podataka i predvidanju ciljnih funkcija.
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Slika 5.26 a) Uticaj broja iteracija Iter na vrednost funkcije cilja stohCt,, 4y,

b) Uticaj maksimalnog broja unutra$njih iteracija MaxIter na vrednost funkcije cilja

SstohCt gy
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a) Model: Stablo odluke b) Model: Stablo odluke
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Slika 5.27 a) Uticaj koli¢ine temperature T na vrednost funkcije cilja stohCt,, 4y,

b) Uticaj faktora promene temperature alpha na vrednost funkcije cilja stohCt,, .

Analiza uticaja ulaznih optimizacionih parametara SA algoritma pokazuje da broj

iteracija Iter 1 maksimalan broj iteracija MaxIter znacajno utiu na stabilnost i konvergenciju
funkcije cilja, pri ¢emu veéi broj iteracija doprinosi smanjenju varijabilnosti reSenja. Pocetna
temperatura T}, i stopa hladenja alpha uti¢u na pretragu prostora resenja, gde vece vrednosti T,
omogucavaju Siru pretragu, dok vrednosti alpha odreduju brzinu konvergencije algoritma.
Pravilno podesavanje ovih parametara kljucno je za postizanje optimalne stabilnosti i preciznosti
modela, jer neadekvatne vrednosti mogu dovesti do sporije konvergencije ili zaglavljivanja u
lokalnim minimumima.

Na osnovu dobijenih rezultata primenom modela maSinskog ucenja (stabla odluke) u
tabeli 5.23 predstavljeni su preporuCeni ulazni paramteri optimizacije SA algoritma za

stohasticki model planiranja i rasporedivanja poslova JSP,,.

Tabela 5.23 Preporuceni optimalni ulazni parametri optimizacije SA algoritma

Ulazni parametri optimizacije SA algoritma

Iter MaxlIter Ty alpha

500 ~ 700 50~90 30~60 0.7~0.9

Treéa faza (Optimizacija proizvodnog procesa): U tre¢oj fazi koriste se preporuceni
ulazni optimizacioni parametri, identifikovani u prethodnim fazama, kako bi se izvrSila
optimizacija procesa planiranja i rasporedivanja resursa. Primenom ovih parametara cilj je
poboljsati 1 uravnoteziti efikasnost sistema, smanjiti ukupno vreme obrade 1 poboljSati

performanse ciljne funkcije, ¢ime se postiZze optimalno upravljanje proizvodnim resursima.
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KoriS¢enjem preporucenih ulaznih parametara optimizacije 1 primenom modela
masSinskog ucenja postignuto je predvidanje funkcije cilja s visokom to¢nos¢u od ¢ak 97%, Sto
ukazuje na izuzetnu preciznost modela u aproksimaciji optimalnih vrednosti funkcije cilja
stohCt,,,,. Graficki prikaz dobijenih rezultata predstavljen je na slici 5.28.

A
—SA —Bajesova optimizacija ——Stablo odluke

Funkcija cilja stohCtmax

o
v

Slika 5.28 Uporedna analiza rezultata SA algoritma i predikovanih vrednosti funkcije cilja

stohCty,q, primenom modela masinskog ucenja (97% tacnost)

Grafik prikazuje uporednu analizu SA algoritma (plava linija) i predikciju dobijenih
vrednosti funkcije cilja primenom modela maSinskog ucenja: stabla odluke (crvena linija) 1
Bajesove optimizacije (zelena linija). Na x-osi je prikazan broj eksperimenata, dok y-osa
predstavlja vrednosti funkcije cilja (stohC,,,,). Rezultati analize pokazuju da modeli
masinskog ucenja efikasno prediktivno modeliraju vrednosti funkcije cilja generisane SA
algoritmom, pri cemu se stablo odluke istie kao najprecizniji model sa visokom tacnosc¢u sa

realnim ulaznim paramterima optimizacije (Stankovi¢ i sar., 2025).

5.8 MODEL FLEKSIBILNOG PLANIRANJA 1 RASPOREPIVANJA
POSLOVA - FJSP,

Model fleksibilnog planiranja i rasporedivanja poslova F/SP,, predstavlja nadogradnju
klasi¢nog problema rasporedivanja poslova JSP,,. U svakom maSinskom centru nalaze se
masine koje mogu izvrsiti bilo koju nadolaze¢u operaciju. Ono S§to karakteriSe model
fleksibilnog planiranja 1 rasporedivanja poslova jeste to Sto sekvencijalni redosled obrade
poslova nije unapred definisan, $to ovaj model ¢ini znacajno slozenijim u odnosu na klasi¢ne

modele. Upravo zbog toga, ovaj model je ¢esto primenjivan u realnim proizvodnim uslovima,
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gde je neophodna fleksibilnost u rasporedivanju resursa i optimizaciji proizvodnih procesa.

Model fleksibilnog planiranja i rasporedivanja poslova graficki je predstavljen na slici 5.29.

Slika 5.29 Graficki prikaz modela fleksibilnog rasporedivanja poslova FJSP,

5.8.1 Matematicka formulacija deterministickog modela fleksibilnog planiranja

i rasporedivanja poslova FJSP | pt;jy | Ctpqx

Deterministicki model F/SP. planiranja i rasporedivanja poslova moze se definisati na
sledec¢i nacin FJSP, | pt;j | Ctpqyx. Potrebno je rasporediti n poslova Jy, J5,..., Jn, pri Cemu
svaki posao ima odreden redosled operacija Oy;, Oyj,....0;j, koje je potrebno obraditi na
skupu masina M;, M,, ..., M,,. Za model koji je potpuno fleksibilan vazi da svaka masina moze
da obradi samo jednu operaciju u datom trenutku a vremena obrade operacija zavise od
raspolozivih masina. Za definisanje matematicke formulacije modela fleksibilnog
rasporedivanja poslova koriS¢ena je sledeca notacija (Markovi¢, 2024):

M - skup masina na kojoj se vrsi rasporedivanje poslova, gde je m ukupan broj
masina,

J - skup poslova, j € ] = {1,2,...,n}, gde n predstavlja ukupan broj poslova,

J - indeks koji ozna€ava posao,

k - indeks koji oznac¢ava maSinu,

i - indeks koji oznacava operaciju nekog posla,

ptijx — vreme obrade posla j operacije i na masini k,

K — dovoljno veliki broj,

sd;jx — vreme pocetka posla j operacije i na masini k,

Ct;jx — vreme zavrSetka posla j operacije i na masini k,

Ctinax— ukupno vreme obrade poslova.
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Promenljive odlu¢ivanja u ovom slu¢aju mogu se definisati na sledeci nacin:

1,ako je masina k izabrana za rad operacije O
Xijk '

0, u suprotnom
Vi {1, ako operacija O;j prethodi operaciji O; j» na masini k,
ket |, u suprotnom

Kriterijum optimalnosti (Ozgiiven, 2010), (Markovi¢, 2024):
min Ctax (5.44)

pri Cemu vaze sledeca ogranicenja:

z xijk = 1, Vi E], V] € Oi, (545)
kEMj

sdiji + Ctijie < (xi5x) " K, Vi€],Vj€O,Vk €M (5.46)
Ctyjye = sdyjy +ptije — (1= xi) - K, Vi €J,Vj € 0, Vk € M, (5.47)

sdijie 2 Ctyr e = (Vijorjn) - K, Vi<1U',¥j € 0,Vj' € 0y,

(5.48)
€ M;n M,
sdujn 2 Ctije = (L= yyjn) - K, Vi <i',Vj €0,V)' € 0y,Vk
(5.49)
€ M;n M,
z sdjjx = z Ctijoix Vi€E] (5.50)
KeM;
kEM]' J
Ctmax = Ctiye  Vij€J,Yk €M, (5.51)

Jednacina (5.44) predstavlja kriterijjum minimizacije ukupnog vremena, tj. optimalan
raspored poslova na masinama. Ogranicenje (5.45) definiSe uslov da svaki posao mora biti
dodeljen tacno jednoj masini u tom trenutku. Ogranicenje (5.46) definiSe vremensko ogranicenje
obavljanja posla j operacije i na masini k. OgraniCenje (5.47) definiSe razliku izmedu pocetka
obavljanja operacijai zavrSetka. Ovo ogranicenje osigurava da operacija moze poceti tek nakon
zavrSetka prethodne operacije uzimajuci u obzir vremena obrade. Ogranicenja (5.48) 1 (5.49)
osiguravaju nemogucnost istovremenog obavljanja operacija 0;; 1 0;,j, na istom skupu masSina
M; N M;,. Definisana ograniCenja spreCavaju preklapanje poslova na istim maSinama.

Ogranicenje (5.50) predstavlja ogranicenje redosleda 1 osigurava pravovremeno obavljanje
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operacija. JednacCina (5.51) osigurava da ukupno vreme poslednjeg posla bude vece ili jednako

od ukupnog vremena svakog posla.

5.8.1.1 Primer optimizacije FJSP, modela fleksibilnog planiranja i

rasporedivanja poslova primenom ACO i GA algoritama

Na osnovu prethodnih iskustava u primeni metaheuristickih algoritama, jasno se moze
zakljuciti da ulazni optimizacioni parametri imaju znacajan uticaj na vrednost funkcije cilja. Kako
bi se osigurala pouzdanost i stabilnost algoritama u procesu optimizacije modela fleksibilnog
planiranja i rasporedivanja poslova, neophodno je sprovesti detaljnu analizu izbora ulaznih
parametara optimizacije. U tom cilju, sproveden je eksperiment primenom statistickog alata
ANOVA (eng. Analysis of Variance), koji omogucava kvantifikaciju uticaja pojedinacnih
parametara 1 identifikaciju njihove optimalne kombinacije. Ispitani su kljucni ulazni parametri
optimizacije za dva metaheuristicka algoritma: ACO 1 GA. Kod ACO algoritma analizirani su
parametri: Iter - broj iteracija, a - uticaj feromona, 8 - informacije o udaljenosti izmedu ¢vorova,
p - koli¢ina isparavanja feromona na putu, AntNum - broj mrava i Q - koli¢ina feromona koja se
dodaje na putanji kada mravi pronadu optimalno reSenje. Sa druge strane, kod GA algoritma
analizirani su parametri: Iter - broj iteracija, Pop - broj populacija, Mu - mutacija i Cross -
ukrstanje.

ACO algoritam: Analiza varijanse sprovedena u svrhu optimizacije ACO algoritma
pokazala je da model obuhvata 86.91% ukupne varijanse, §to ukazuje na visok stepen uticaja
optimizacionith parametara na vrednost funkcije cilja. Medu pojedinaénim parametrima,
najznacajniji uticaj imaju parametar p sa 28.38% i parametar § sa 23.03%, pri ¢emu su oba
parametra statisticki znac¢ajna sa P - vrednostima 0.022 i 0.031, respektivno. Parametar
pokazuje umeren uticaj od 10.88%, ali sa P - vrednos¢u 0.097, $to nagoveStava da uticaj ovog
paramtera nije dominantan. S druge strane, parametar AntNum 1 Q doprinose sa 9.83% 1
4.41%, ali nisu statisticki znacajni (P > 0.05). Parametar broj iteracija Iter pokazuje
zanemarljiv uticaj od 0.76%, sa visokom P - vredno$¢u 0.613, Sto ukazuje na njegovu
ograni¢enu vaznost u kontekstu optimizacije algoritma. GreSka u modelu iznosi 13.09%, $to se
nalazi u prihvatljivim granicama, dok je ukupna varijansa analize 100%, potvrdujuc¢i dobru
preciznost modela u predikciji optimalnih parametara. Ovi rezultati omogucavaju selekciju
kljuénih optimizacionih parametara, pri ¢emu je najvaznije pravilno podeSavanje parametara p
1 B, dok ostali parametri imaju ogranicen uticaj na performanse ACO algoritma u kontekstu
reSavanja problema fleksibilnog rasporedivanja poslova. Rezultati analize predstavljeni su u

tabeli 5.24 1 graficki na slici 5.30.
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Tabela 5.24 Analiza varijanse i uticaj ulaznih parametara optimizacije ACO algoritma

Uticaj Prilagodeni
. | Sekvencijalna | parametra | Prilagodena dni
Ulaz Slteé) e(rin suma na suma li:/e dn] ! f- =
slobode kvadrata Bl kvadrata ; 2rat Vrednost | Vrednost
cilja R?
Model 7 6104383 86.91% 6104383 872055 4.74 0.053
Iter 1 53312 0.76% 53312 53312 0.29 0.613
a 1 764459 10.88% 764459 764459 4.16 0.097
B 1 1617222 23.03% 1617222 1617222 8.80 0.031
p 1 1993604 28.38% 1993604 1993604 10.84 0.022
AntNum 1 690490 9.83% 690490 11667.3 3.76 0.110
Q 1 309495 4.41% 690490 690490 1.68 0.251
K 1 675800 9.62% 675800 675800 3.68 0.113
efekta
Greska 5 919379 13.09% 919379 183876
Ukupno 12 7023762 100.00%

Ulazni parametri / faktori

00

Pareto dijagram standardizovanih efekata

Granica znacajnosti
(a=10,05)
Kritiéna vrednost: 2.571

05

10

Standardizovani efekat

15 20

25 30

35

Ulazni parametri
A- [ter

Slika 5.30 Rangiranje ulaznih parametra ACO algoritma prema uticaju na funkciju cilja Ct, 4y

GA algoritam: Analiza varijanse GA algoritma pokazala je da model obuhvata znacajan

deo ukupne varijanse, sa F - vrednoS¢u 13.43 i1 P - vredno$¢u 0.002, potvrdujuci statistiCku

znacajnost u optimizaciji funkcije cilja. Medu pojedina¢nim parametrima, najveci uticaj ima

veli¢ina populacije Pop sa F - vredno$¢u 40.94 1 P - vredno$¢u 0.000, dok parametar ukrStanja

Cross takode pokazuje znaCajan efekat sa F - vrednoS¢u 11.58 i P - vrednos¢u 0.011.

Nasuprot tome, broj iteracija Iter i mutacija Mu imaju znatno manji uticaj sa F - vrednos$¢u
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0.60 1 P - vrednoscu 0.466, sto pokazuje njihovu ograni¢enu vaznost. Greska modela je relativno
mala 283.25, Sto ukazuje na stabilnost modela. Ovi rezultati potvrduju da su veli¢ina populacije

1 ukrStanje kljucni faktori za optimizaciju GA algoritma, dok broj iteracija 1 mutacija imaju

ograni¢enu vaznost. Rezultati analize predstavljeni su u tabeli 5.25 1 graficki na slici 5.31.

Tabela 5.25 Analiza varijanse i uticaj ulaznih parametara optimizacije GA algoritma

sl e Prilagodeni
Ulaz Sligpem suma srednj 1g kvadrat o= o
slobode kvadrata R2 Vrednost | Vrednost
RZ
Model 4 2173.67 543.42 13.43 0.002
Iter 1 24.08 24.08 0.60 0.466
Pop 1 1656.75 1656.75 40.94 0.000
Mu 1 24.08 24.08 0.60 0.466
Cross 1 468.75 468.75 11.58 0.011
Greska 7 283.25 40.46
Adaptacija 6 283.25 47.21
Ukupno 11 7023762
Pareto dijagram standardizovanih efekata
i Ulazni parametri
A -Tter
B B - Pop
- C-Mu
S D - Cross
: b
) ! Granica znacajnosti
35 | (a=0,05)
| Kriti¢na vrednost: 2.365
A |
0 1 2 3 4 5 6 7

Standardizovani efekat

Slika 5.31 Rangiranje parametra GA algoritma prema uticaju na funkciju cilja Ct, 4y

Na slici 5.31 1 5.32 prikazan je uticaj ulaznih parametara na vrednost funkcije cilja. Na
x-osi prikazane su vrednosti standardizovanih efekata, koje predstavljaju apsolutnu meru
uticaja pojedina¢nih parametara, dok se na y-osi nalaze se oznake faktora, rangiranih po jacini
njihovog efekta. Isprekidana crvena linija predstavlja kriti¢nu granicu statistiCke znacajnosti
pri nivou « = 0.05, pri ¢emu se svi efekti koji se nalaze desno od linije smatraju statisticki

znacajnim.
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Nakon analize uticaja ulaznih optmizacionih parametra na vrednost funkcije cilja 1
rangiranja uticaja ulaznih parametara optimizacije za svaki algoritam posebno, sprovedeno je
testiranje ACO 1 GA algoritama na primeru optimizacije modela fleksibilnog planiranja i
rasporedivanja poslova. Ulazni parametri i rezultati optimizacije za posmatrani skup podataka
odn = 20poslovaim = 10 masina primenom ACO i1 GA algoritma predstavljeni su u tabeli

5.26, dok je detaljni opis razmatranog problema dat u radu (Stankovi¢ i sar., 2020).

Tabela 5.26 Rezultati optimizacije za posmatrani skup podataka

Ulazni optimizacioni parametri ACO algoritma

Iter a B p AntNum Q
500 1.5 3 0.5 30 100
Rezultati optimizacije primenom ACO algoritma

Kriterijum optimalnosti - Ct,y, 4 182

Ulazni optimizacioni parametri GA algoritma
Iter Pop Mu Cross
500 1000 0.03 0.6

Rezultati optimizacije primenom GA algoritma
Kriterijum optimalnosti - Ct,y, 4 176

Na osnovu dobijenih rezultata iz tabele 5.26, za potrebe optimizacije modela fleksibilnog
planiranja i rasporedivanja poslova, izabran je GA algoritam. Razmatrani model fleksibilnog
planiranja 1 rasporedivanja poslova dodatno se moZe razvrstani prema stepenu fleksibilnosti
dostupnih masina (Stankovi¢ i sar., 2020):

e Delimic¢na flekibilnost predstavlja problem kod koga samo odredene operacije mogu
biti dodeljene ograni¢enom skupu raspolozivih masina;
e Potpuna fleksibilnost podrazumeva da svaka operacija moze biti izvrSena na bilo kojoj

od dostupnih alternativnih maSina, omogucavaju¢i maksimalnu prilagodljivost u

procesu rasporedivanja.

Potrebno je napomenuti da su ulazni podaci kori$¢eni za optimizaciju, predstavljeni u
tabelama 5.27 1 5.28, preuzeti iz autorskog rada (Stankovi¢ i sar., 2020). Primer ulaznih

podataka za problem delimicne fleksibilnosti predstavljen je u tabeli 5.27.

Tabela 5.27 Delimic¢na fleksibilnost: vremena obrade poslova na masinama

Poslovi Operacije M; M, 78 M, M; Mg
0141 7 - 1 5 - -
1 0, 3 - - 5 - 8
034 - 6 - 7 - 10
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041 7 - 5 7 - -
05, - 5 - - 6 3

041 7 - - - 6 3

01, - 8 - 8 - 9

0,, 5 - 5 - - 4

03, 10 - 11 - 10 -

J2 [ 8 - 7 - - 10
[ 10 - - 10 - 12

Os; - 7 15 4 - -

013 8 - 5 - 7 -

[ - 4 - 4 6 -

I3 o S O O
43 - - 7 -

Os3 - 3 - 5 - 3

O3 - 5 6 - 7 -

014 - 5 - 6 - 9

0,4 5 - 4 - 8 -

03, 9 - 5 - - 10

Js O4a 5 11 - 3 - -
Os, 15 - 9 - 8 -

Og4 - 10 - 11 - 9

05 9 - 9 - 9 -

0,5 - 3 6 - 8 -

[ - 6 7 - 5 -

Js O4s - 6 - 5 - 4
Oss 3 - 4 - 4 -

Ogs - 8 - 6 - 9

016 - 3 - 5 - 4

06 8 - - 3 6 -

036 7 - 8 - - 9

Js Oue 10 - 8 9 - -
Os6 - 9 - 10 4 -

Ogs 7 - 6 - 8 -

Na primer, posao J; sastoji se od Sest operacija, pri ¢emu prvu operaciju 0;; mogu
obraditi masine M, M5 i M,. Ova ograni¢enja uticu na formiranje optimalnog rasporeda
poslova i planiranje 1 rasporedivanje poslova. Na slici 5.32 graficki su predstavljeni rezultati
dobijeni optimizacijom delimi¢no fleksibilnog problema planiranja poslova primenom GA

algoritma.
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Ctmax 68

C(min) |0 40

‘D EmE e
v e
oo IR
« oo B
- s m-
-0 N B

Slika 5.32 Graficki prikaz delimi¢ne fleksibilnosti i rasporeda proizvodnog procesa

U nastavku rada predstavljen je primer potpune fleksibilnosti, gde svaki posao moze
biti obraden na bilo kojoj masini. Primer ulaznih podataka za problem potpune fleksibilnosti

predstavljen je u tabeli 5.28 (Stankovi¢ i sar., 2020).

Tabela 5.28 Potpuna fleksibilnost: vremena obrade poslova na maSinama

Poslovi Operacije M, M, M; M, M; Mg
044 7 11 9 7 8 9

0y, 3 6 12 10 5 7

034 5 6 6 11 7 10

S 041 5 5 7 7 8 7
Os, 9 5 10 9 6 3

Og1 10 3 11 8 6 7

01, 7 8 7 5 7 7

0,, 7 10 9 8

05, 5 7 9 10 10 9

J2 [ 3 5 11 10 10
Os, 10 7 9 9 6

Os; 3 9 5 4 11 10

013 5 6 5 7 8 9

[ 2 5 9 4 9

033 8 5 9 10 10 8

I 043 9 5 9 10 11 8
Os3 7 8 7 10 7 9

Og3 7 9 9 10 7 11

014 7 5 7 8 9 10

A 0,4 5 5 7 9 9 9
034 5 9 5 10 6 10
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Ous 6 7 8 3 9 3
Os, 2 5 9 9 8 10
Ogs 7 9 9 10 11 9
05 9 5 9 8 10 11
0,5 6 5 5 8 10 6
[ 9 5 9 10 5 9
Js O4s 5 9 10 11 12 4
Oss 3 5 5 6 9 11
Ogs 9 8 9 8 10 7
016 2 3 9 8 10 7
06 2 5 9 3 9 7
036 2 5 9 9 10 9
Js Oue 10 9 10 9 9 10
Ose 9 5 10 6 4 9
Oge 10 5 9 4 9 8

Na slici 5.33 graficki su predstavljeni rezultati dobijeni optimizacijom potpuno

fleksibilnog problema planiranja i rasporedivanja poslova primenom GA algoritma.

Ctmax 66

C(min) |0 20 30 40 50 60

10
M1 221 899 241631 261 849 861
M2 mMZ 142 252 822 882 843 QNalSR M 15672]
13 233 m 663
24

464

M3 2

M4 134 6

M5 47215; 645 868

Slika 5.33 Graficki prikaz potpune fleksibilnosti i rasporeda proizvodnog procesa

Kao zakljuc¢ak potrebno je napomenuti da, iako potpuna fleksibilnost moZe doneti bolje

praksi, posebno u okruZenjima sa ogranic¢enim resursima i strukturom proizvodnje.

5.8.2 Model fleksibilnog planiranja i rasporedivanja poslova sa dodatnim

transportnim vremenom TransTimes,; izmedu masina

Deterministicki model FJSP, planiranja i rasporedivanja poslova sa dodatnim

transportnim vremenom moze se definisati na slede¢i nacin FJSP. | TransTimes;'| Ctmax-
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Potrebno je rasporediti n poslova [y, /3, ...J;, ..., Jn, pri ¢emu svaki posao J; ima odreden
redosled operacija  Oqj, Oyj,....0;5, koje je potrebno obraditi na skupu maSina
My, My, ... My, ..., M,, sa dodatnim transportnim vremenom TransTimes, izmedu maSina.
TransTimes,, oznac¢ava vreme transporta posla izmedu masine M, i1 maSine M, 1 zavisi od
medusobne udaljenosti izmedu masina. Model sa dodatnim transportnim vremenom izmedu
masina treba da zadovolji slede¢e predpostavke (Guohui i sar., 2019), (Stankovi¢ i sar., 2022):
e isti posao moze biti obradivan samo na jednoj masini u datom trenutku,
e  posao se ne moze zaustaviti nakon $to obrada zapocne,
e sviposlovi mogu zapoceti obradu u poc¢etnom trenutku 0,
e redosled operacija unutar posla je unapred definisan, tj. operacija se Salje na narednu
masinu ¢im se prethodna obradi,
e vreme trajanja svake operacije se razlikuje u zavisnosti od izabrane masine za njenu obradu,
e operacije koje pripadaju razli¢itim poslovima mogu se obradivati u istom trenutku ali na
drugoj masini,
e ukupno vreme obrade svake operacije na odredenoj masini je poznato,

e razdaljina izmedu dve razli¢ite masSine prilikom transporta operacije naziva se vremenom

transporta.

Za definisanje matematicke formulacije modela sa dodatnim transportnim vremenom
izmedu masina koriS¢ena je sledeca notacija (Stankovi¢ i sar., 2022):
J - skup poslova,
O - skup operacija, pri ¢emu O;(;_1y 0znacava prethodnu operaciju posla j, dok O; 5
oznacava prethodnu operaciju na istoj masini na kojoj se obraduje operacija O;;.
M — skup masina na kojoj se vrsi rasporedivanje poslova,
J — indeks poslova,
i —indeks operacija,
k — indeks masina,
pt;jx - vreme obrade operacije i posla j na maSini k,
sd;jx - vreme pocetka obrade operacije i posla j na maSini k,
T;ji - vreme trajanja operacije { posla j na maSini k,
Ct;jx — vreme zavrSetka operacije i posla j na maSini k,

Ctj — vreme zavrSetka posla j,
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Ct; ; - vreme zavrSetka prethodne operacije posla j koja se izvrSavala na istoj maSini

na kojoj €e se sada obraditi operacija 0;;,
Cty(j—1) - vreme zavrSetka prethodne operacije posla j na bilo kojoj masini k, pre
nego Sto posao prede na sledecu operaciju 0,

Ctnax - Ukupno vreme obrade svih poslova,

Kriterijum optimalnosti:
Ctpax = Min (maxlstn(Ctj)) (5.52)
pri ¢emu vaze sledeca ogranicenja (Stankovic i sar., 2022):

Ctijr = sdyji + Tiji (5.53)
Ctijk - Cti'j > Tijk (554)

{Ctk(j_l) + TransTimey,  Ctyr; < Ctyj-1y + TransTimey,:

Ctyj Ctyrj > Ctyjo1y + TransTimey, (5.55)

Jednacina (5.52) predstavlja kriterijum optimalnosti odnosno ukupno vreme obrade
poslova. OgraniCenje (5.53) definiSe uslov da se vreme zavrSetka operacije i posla j na masini
k sastoji od vremena njenog pocetka i vremena obrade na dodeljenoj masini. Ograni¢enje
(5.54) osigurava da svaka operacija na odredenom poslu ne moze zapoceti pre nego Sto se
zavrsi prethodna operacija tog posla na istoj ili drugoj masini, uzimajuéi u obzir neophodno
vreme obrade. Ogranienje (5.55) uzima u obzir transportno vreme izmedu masina, pri cemu
operacija moze zapoceti tek nakon zavrSetka prethodne operacije 1 dolaska posla na novu
masinu. Ako vreme zavrSetka prethodne operacije plus transportno vreme nije zavrseno,
operacija mora sacekati da transport bude zavrSen, u suprotnom, moze odmah poceti sa

obradom.

5.8.2.1 Primer optimizacije modela fleksibilnog planiranja i rasporedivanja
poslova sa transportnim vremenom TransTimes, i primenom ANFIS

sistema

Primena ANFIS sistema za izbor optimalne metaheuristiCke metode za optimizaciju
modela fleksibilnog planiranja i rasporedivanja poslova sa dodatnim transportnim vremenom

TransTimesy, izmedu masSina, predstavlja veliki izazov. Kako bi se odabrala optimalna
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metoda, razvijen je ANFIS sistem koji je detaljno opisan u poglavlju 4.6, Cija je osnovna uloga
izbor odgovarajuceg algoritma optimizacije ABC, PSO ili GA.

Kombinacijom parametara razmatranih metoda dobijeni su rezultati optimizacije,
koji su potom koris¢eni kao baza podataka za obuku ANFIS sistema, ¢ime je omoguéeno
modeliranje odnosa izmedu ulaznih 1 izlaznih vrednosti procesa. Na taj nacin, razvijeni
ANFIS model moze se dalje koristiti za predlaganje metaheuristickog algoritma koji daje
najbolje rezultate. Sistemski ulazi su dve karakteristike posla, odnosno broj poslova 1 broj
masina, dok je jedan izlaz predlozeni algoritam optimizacije koji je jedna od tri klase (ABC,
PSO ili GA). Za svaku kombinaciju optimizacionih parametara, jedan metod optimizacije
je oznacen kao preferiran na osnovu dobijenih rezultata u pogledu CPU vremena i vrednosti
funkcije cilja Ctp,4,- Osnovna ANFIS arhitektura, prilagodena razmatranom problemu,

sastoji se od dva ulaza, jednog izlaza, dva pravila i1 pet slojeva, $to se moze grafici videti

na slici 5.34 (Cojbasi¢, 2002), (Stankovié i sar., 2022).

Sloj1 : Sloj2 : Sloj3 : Sloj4 : Sloj5

Broj poslova K
s 1 —
(operacija) w1 ‘"1
A I1 N
b Z

Predlog algoritma

B, I1 N = ‘ Waz2 (ABC, PSO, GA)
w w <
Broj masSina K> 2 2
B v 2

Slika 5.34 ANFIS arhitektura za izbor optimalne optimizacione metode

1 K2

>
>

Wiz

L L oo

N

&
>
=)

U prvom sloju razvoja ANFIS modela potrebno je obezbediti veliku bazu podata kako
bi izlazni parametri posmatranog modela bili relevantni pri izboru odgovarajuce optimizacione
metode. Sprovedena su 109 eksperimenta za svaki metaheuristicki algoritam posebno. ANFIS
ima zadatak da analizira rezultate 1 ukaze na to koji algoritam najefikasnije optimizuje klju¢ne
izlazne parametre kao $to su Ct,,,, 1 CPU vreme, omogucavajuci tako izbor najbolje metode
za postizanje optimalnih rezultata. Primenom ANFIS sistema, zakljuceno je da GA algoritam
predstavlja najprikladniju metodu za optimizaciju modela fleksibilnog planiranja 1
rasporedivanja poslova sa transportnim vremenom TransTimes,,,. U tabeli 5.29 prikazani su
rezultati proracuna i performansi uporedivanih metaheuristickih algoritama ABC, PSO i GA

(Stankovi€ 1 sar., 2022).
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Tabela 5.29 Rezultati proracuna koris¢enjem ABC, PSO i GA algoritma

Broj Veli¢ina ABC PSO GA

ulaza problema CPU Ctmax CPU Ctmax CPU Ctmax
FJSP1 06 - 06 3 55 3 55 1 55
FJSPr 10 - 05 31 665 30 666 10 666
FJSP13 10-10 290 905 280 893 282 890
FJSPris 15-10 625 1153 627 1147 670 1147
FJSPTt19 20-10 725 1362 664 1362 937 1359
FJSP13s 10-10 120 916 108 912 98 913
FJSP136 10-10 125 891 122 875 125 876
FJSPr37 15-05 392 937 370 926 385 926
FJSPrss 15-15 906 1592 910 1566 900 1554
FJSPrs6 20 - 05 537 1242 600 1238 588 1228
FJSPrs7 20-10 1218 1352 1200 1307 1259 1308
FISPr78 20-15 1350 756 1336 750 1361 750
FJSPrso 20-20 2189 1075 2179 1165 2168 1072
FJSPri108 30-10 1788 1927 1685 1922 1784 1918
FJSPt109 50-10 2868 3693 2746 3659 2747 3658

U prethodnoj fazi koriS¢en je ANFIS sistem kako bi se odabrao najpogodniji

algoritam za optimizaciju modela rasporedivanja resursa. U daljem tekstu bi¢e razmatrana

studija koja se zasniva na realnom sluc¢aju u fabrici obuce, detaljno predstavljenom u

autorskom radu (Stankovi¢ i sar., 2022). Ulazni parametri, kao $to su vremena obrade poslova

na maSinama i vremena transporta izmedu masina, predstavljeni su u tabelama 5.30 i 5.31

(Stankovi¢ 1 sar., 2022).

Tabela 5.30 Vremena obrade poslova na masinama

) N Vreme obrade operacija na masinama

Poslovi Operacije M, M, M, M, M, M,
011 5 8 9 6 6 7

0,4 5 6 6 - 8 9

034 2 3 2 4 5 3

J1 0u1 62 63 : 70 58 67
05, 14 16 17 15 - 12

Og1 10 11 13 12 13 15

04, 6 7 5 4 3 7

J> 0,, 2 - 4 6 3 5
03, 2 5 3 4 7 9
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[ 26 24 20 28 30 -
Os, 14 15 16 18 17 13
O¢> 9 7 8 10 10 8
013 7 8 6 9 10 11
0,3 6 7 - 2 8 3

I 033 5 7 6 9 4 5
O43 20 - 23 27 24 -
Oss 13 15 10 11 13 16
Og3 7 8 12 6 9 10
014 9 8 8 6 4 7
0,4 7 - 5 - 6 -
034 4 3 5 2 4 6

Ja 044 40 42 - 35 37 41
Os, 15 10 12 11 16 14
Ogs 10 9 7 12 14 11

Tabela 5.31 Vremena transporta izmedu razli¢itih masina

.. Vreme transporta izmedu razli¢itih masina
Masine
M; M, M; M, M Mg
M, 0 1 2 3 2 1
M, 1 0 4 2 3 1
My 2 4 0 1 2 2
M, 3 2 1 0 1 2
Ms 2 3 2 1 0 2
Mg 1 1 2 2 2 0

Graficki prikaz optimalnog rasporeda poslova na maSinama, uzimaju¢i i1 dodatna
transportna vremena, kao i poredenje rezultata pre i nakon optimizacije sistema, dat je na slikama

5.3515.36.

A
M6 02| Oz 02 Qs
M5 |ox 022 | O
[ 2 . i : R - Laes
M4 |02 o | O 024 ’ 026 [ :
[ 1| Ta | T | s | T R )
M3| ox \_{)‘ (& 035 :
, | — — — - — ........ ........ ‘‘‘‘
M1 | on au—-l O34 O1s
0 25 50 75 Ctmax =100"

Slika 5.35 Graficki prikaz optimalnog proizvodnog procesa sa dodatnim transportnim

vremenom izmedu masSina TransTimes,,,' (Stankovi¢ 1 sar., 2022)
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Na osnovu dosadasnjih rezultata kompanije i vremena obrade poslova, vrednost funkcije
cilja iznosila je Ct,,4, = 117 minuta, dok je nakon primene optimizacije smanjena na Ct,, 4, =
100 minuta, Sto je prikazano na slici 5.36. Analiza ovih rezultata pokazuje da je optimizacijom
procesa planiranja ostvareno povecanje proizvodne produktivnosti od 14,5%, ¢ime se potvrduje
opravdanost primene ANFIS sistema i izbora GA algoritma za dalju optimizaciju (Stankovi¢ i sar.,

2022).

120 e /mw'

100

80

i Prethodno stanje

o = Stanje nakon

optimizacije
40

Vrednost funkcije cilja

20

J1 J2 I3 J4
Poslovi

Slika 5.36 Graficki prikaz vremena obrade pojedinacnih poslova pre i nakon optimizacije

5.8.3 Matematicka formulacija stohastickog modela fleksibilnog planiranja i

rasporedivanja poslova FJSP| stohpt;j | stohCt,,,,

Stohasti¢ki model FJSP, planiranja i1 rasporedivanja poslova moZze se definisati na
sledec¢i naCin FJSF, | stohpt;ji | StohCty,q,. Potrebno je rasporediti n poslova /4, J, ... Jj, e s Jn,
pri ¢emu svaki posao J; ima redosled operacija O;j, Oy, ....0;j, koje je potrebno obraditi na
skupu masina My, M, ... My, ..., M,,. Za definisanje matemati¢ke formulacije stohastickog
modela fleksibilnog planiranja i1 rasporedivanja poslova kori$¢ena je sledeca notacija:

M - skup masina na kojoj se vrsi rasporedivanje poslova, gde je m ukupan broj
masina,

] - skup poslova, j € ] = {1,2,...,n}, gde n predstavlja ukupan broj poslova,

J - indeks koji ozna€ava posao,

k - indeks koji oznacava masinu,

i - indeks koji oznacava operaciju nekog posla,

stohp ji - stohastiCko vreme obrade operacije i posla j na masini k,
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sd;jx - poCetno vreme obrade operacije i posla j na masini k,
K - dovoljno veliki pozitivan broj,

stohCt,, 4 - ukupno stohasticko vreme obrade poslova.

Promenljive odlu¢ivanja u ovom slu¢aju mogu se definisati na slede¢i nacin:

N { 1, ako operacija i prethodni operaciji i’ na masini k
trk 0, u suprotnom

2 {1 ako se operacija i posla j obraduje na masini k
bk =0, u suprotnom

Kriterijum optimalnosti:
min StohCt,,qy (5.56)

pri ¢emu vaze sledeca ogranicenja (Ghaedy-Heidary i sar., 2024):
M

Z Zp <1, Vi (5.57)
k=1
M
Z XineZijk = 1 Vi,j,k (5.58)
k=1
M M
Z(Sdijk + Stthtijk Zijk) < Z Sd(i+1)jk’ Vl,] (559)
k=1 k=1
J o J o
Z Z(Sdijk + Stthtiijijk) < z z (Sdi,jkxii,k + K(l — xiilk)) ) Vk (560)
i=1j=1 i=1ir=1
J ] M
P Z Z Z stohptjx Xy < StohCtyay | = @ (5.61)
i=11ir=1k=1
sdiji = 0, stohpt;j, = 0, X'k, Yije € 10,1}, Vi, i'j, k (5.62)

Jednacina (5.56) predstavlja kriterijum optimalnosti odnosno ukupno vreme obrade
poslova. Ogranicenje (5.57) predstavlja uslov da se samo jedna operacije jednog posla dodeli
jednoj masini u sekvetnom rasporedu poslova. Ogranicenje (5.58) definiSe sekvencijalni
redosled izvrSavanja operacija na istoj masini, omoguc¢avajuci formiranje sekvetnog rasporeda
obrade poslova. Ogranicenje (5.59) obezbeduje da naredna operacija u okviru istog posla moze
zapoceti tek nakon zavrSetka prethodne. Ogranicenje (5.60) sprecava preklapanje u izvrSavanju
operacija na istoj masini. Ogranicenje (5.61) predstavlja verovatnosni uslov koji ogranicava
vrednost funkcije cilja, osiguravaju¢i da ukupno vreme obrade ostane ispod zadate granice sa

definisanom verovatno¢om. Ogranicenje (6.62) predstavlja tip promenljive.
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5.8.3.1 Primer optimizacije stohastickog FJSP. modela fleksibilnog planiranja i

rasporedivanja poslova sa parametrima normalne raspodele primenom

GA algoritma

Optimizacija stohastickog FJSP. modela fleksibilnog planiranja i rasporedivanja

poslova primenom GA algoritma ¢ija vremena obrade poslova na masinama imaju normalni

zakon raspodele moze se zapisati u slede¢em obliku FJSFP, | stohpt;j, ~ N (upjji, apizjk) |

stohCta,. U tabeli 5.32 prikazana su ulazne veli¢ine, tj. vremena obrade poslova na

masinama koja imaju normalni zakon raspodele.

Tabela 5.32 Vremena obrade poslova na masinama prema zakonu normalne raspodele

Poslovi

Masine

Jn

My

M,

Ms

M

J1

N(2.923,1.375)

N(4.780,1.951)

N(4.172,1.156)

N(5.198,1.156)

N(3.026,1.058)

N(3.063,1.866)

N(6.634,1.021)

N(5.913,1.970)

N(1.100,1.100)

N(1.349,1.212)

N(3.041,1.304)

N(0.779,1.525)

N(59.343,1.432)

N(60.487,1.291)

N(56.325,1.292)

N(64.811,1.366)

N(11.061,1.456)

N(12.773,1.785)

N(13.480,1.592)

N(9.667,1.046)

N(7.218,1.608)

N(9.001,1.171)

N(9.829,1.966)

N(12.330,1.808)

J2

N(3.600,1.305)

N(5.129,1.098)

N(1.037,1.122)

N(4.462,1.495)

N(0.424,1.034)

N(5.336,1.909)

N(0.84,1.312)

N(4.444,1.520)

N(1.000,1.500)

N(3.241,1.185)

N(3.650,1.939)

N(6.066,1.895)

N(23.577,1.598)

N(20.734,1.922)

N(28.168,1.045)

N(29.312,1.325)

N(11.853,1.389)

N(12.537,1.271)

N(14.665,1.281)

N(10.461,1.543)

N(7.071,1.141)

N(3.630,1.802)

N(7.180,1.772)

N(5.425,1.199)

I3

N(4.901,1.006)

N(4.906,1.815)

N(7.838,1.771)

N(9.324,1.074)

N(3.318,1.116)

N(5.006,1.863)

N(5.865,1.064)

N(1.403,1.311)

N(3.084,1.325)

N(4.564,1.730)

N(1.065,1.472)

N(2.487,1.120)

N(18.187,1.713)

N(17.989,1.761)

N(21.074,1.494)

N(23.598,1.523)

N(10.416,1.428)

N(12.890,1.025)

N(11.455,1.636)

N(13.174,1.314)

N(4.689,1.509)

N(5.183,1.908)

N(6.700,1.756)

N(7.206,1.229)

Ja

N(6.708,1.077)

N(6.381,1.290)

N(0.747,1.808)

N(4.195,1.633)

N(4.052,1.871)

N(4.044,1.804)

N(2.955,1.539)

N(3.032,1.807)

N(1.054,1.896)

N(1.200,1.318)

N(2.178,1.427)

N(3.776,1.818)

N(37.301,1.861)

N(39.117,1.007)

N(34.475,1.222)

N(39.089,1.120)

N(12.857,1.338)

N(7.744,1.943)

N(13.436,1.703)

N(11.236,1.364)

N(2.923,1.375)

N(4.780,1.951)

N(4.172,1.156)

N(5.198,1.156)
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U narednoj tabeli 5.33 prikazane su vrednosti vremena obrade poslova na maSinama
generisane prema izrazu 4.13, odnosno procedure detaljno opisane u poglavlju 4.2.1, na osnovu

normalno raspodeljenih veli¢ina prikazanih u tabeli 5.32 i za verovatnocu realizacije 0.95%.

Tabela 5.28 StohastiCka vremena obrade poslova na maSinama stohpt,;

Poslovi | Operacije M, M, M; M, M; Mg
011 5.186 7.991 9.046 5.849 6.075 7.101
0,1 4.767 6.134 6.157 4.940 8.315 9.156
031 2.9106 3.344 5.954 3.799 5.187 3.289
h 041 61.700 62.612 65.172 69.937 58.452 | 67.059
054 13.458 15.711 17.539 15.083 16.100 11.389
061 9.865 10.928 13.199 12.012 13.065 15.306
012 5.748 6.936 4.970 3.846 2.884 6.923
0, 2.126 8.478 3.494 6.074 3.000 6.946
03, 4.469 5.192 2.873 4.366 6.842 9.185
J2 042 26.207 23.898 19.783 28.062 29.888 | 31.493
Os, 14.139 14.629 15.829 18.076 16.774 13.001
O¢> 8.949 6.596 7.888 9.852 10.097 7.399
013 6.557 7.893 6.005 8.910 10.753 11.092
0,3 5.553 6.843 7.496 1.476 8.056 3.154
033 5.242 6.745 5.934 8.550 4.171 4910
J3 043 20.031 20.809 22.949 27.067 23.989 | 26.057
Os; 12.923 15.240 10.232 11.086 13.152 15.867
Og3 6.852 7.667 11.834 6.100 9.021 10.096
014 8.731 8.154 8.023 6.139 3.924 7.171
0,4 6.740 7.124 5.165 2.925 6.071 5.565
O34 4.028 3.369 4.682 2.254 4.199 6.125
Ja Oy4 40.293 42.180 41.446 34.647 36.807 | 41.100
Osy 14.701 9.946 11.928 11.303 15.936 14.039
Ogs 9.964 16.323 10.887 12.139 14.135 10.662

Primenom ANFIS sistema, razvijenog u prethodnom poglavlju (5.8.2.1), izabran je
GA kao najpogodniji za reSavanje optimizacionog problema. Takode, na osnovu prethodno
sprovedene analize uticaja ulaznih parametara GA algoritma primenom ANOVA testa
(poglavlje 5.8.1.1), definisani su optimalni ulazni parametri (tabela 5.34) koji su zatim
koris¢eni u daljoj optimizaciji stohasti¢kog modela fleksibilnog planiranja i rasporedivanja

poslova.
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Tabela 5.34 Ulaznih parametri GA za optimizaciju F/SP. modela

Preporuceni ulazni optimizacioni parametri GA

Pop

Cross

Mu

Iter

850

0.75

0.05

1000

U naredoj tabeli 5.35 prikazani su rezultati optimizacije primenom GA algoritma.

Rezultati optimizacije predstavljaju optimalan raspored poslova na setu masina u

sekvetnom obliku kao i ukupno vreme izvrS§avanja svakog posla pojedinacno na masini.

Tabela 5.35 Rezultati optimizacije F/SP. modela primenom GA algoritma

Optimalan sekvetni raspored poslova na setu masina Funkcija cilja
J1 111 121 131 145 156 161
stohpt;j, | 5.1861 | 4.7674 | 2.9106 | 58.4516 | 11.3888 | 9.8648
J2 212 223 231 241 256 265
stohCtgx =
stohpt;j, | 6.936 3.494 4.469 26.207 | 13.0012 | 10.097 100. 173
s 314 324 331 341 355 361 ,’
minuta
stohpt;j, | 8910 1.4762 5.242 | 20.0312 | 13.152 | 6.852
Ja 413 423 434 444 452 463
stohpt;j, | 8.023 5.165 2.2541 | 34.6466 | 9.9457 | 10.887

Na slici 5.37 u grafickom obliku prikazan je optimalan raspored poslova i ukupno

optimalno vreme funkcije cilja stohCt,,,, = 100, 173 minuta.

stohCtmax 100.173

C(min

- B

M3

M4

M5

M6

@ 413 423

894 824

434

444

) 0
» COEE I

169 8649

8688

Slika 5.37 Graficki prikaz rasporeda poslova i ukupno vreme funkcije cilja stohCt

156



Poglavlje 5 DOKTORSKA DISERTACIJA

5.8.3.2 Primer optimizacije stohastickog FJSP. modela fleksibilnog planiranja i
rasporedivanja poslova sa parametrima eksponencijalne raspodele

primenom GA algoritma

Optimizacija stohastickog FJSP. modela fleksibilnog planiranja i rasporedivanja
poslova primenom GA algoritma cija vremena obrade poslova na masinama imaju

eksponencijalni zakon raspodele moze se modelirati kao FJSF, | stohpt;j, ~ Exp (A;jyi) |

1
Stthtijk

StohCtpqay, gde je Ajji = . U tabeli 5.36 prikazana su vremena obrade poslova na
masinama koja imaju eksponencijalni zakon raspodele.

Tabela 5.36 Vremena obrade poslova na masinama prema zakonu eksponencijalne raspodele

Poslovi | Operacije M, M, M; Mg
011 Exp (0.028) | Exp (0.067) Exp (0.098) | Exp (0.117)
0,1 Exp (0.067) | Exp (0.047) Exp (0.004) | Exp (0.122)
034 Exp (0.108) | Exp (0.018) Exp (0.086) | Exp (0.004)
Ji 041 Exp (0.043) | Exp (0.052) Exp (0.093) | Exp (0.022)
054 Exp (0.264) | Exp (0.090) - Exp (0.130)
O61 Exp (0.009) | Exp (0.063) Exp (0.145) | Exp (0.015)
01, Exp (0.153) | Exp (0.017) Exp (0.040) | Exp (0.003)
0, Exp (0.112) - Exp (0.052) | Exp (0.110)
O3, Exp (0.003) | Exp (0.034) Exp (0.016) | Exp (0.147)
)2 042 Exp (0.082) | Exp (0.025) Exp (0.015) -
Os, Exp (0.079) | Exp (0.077) Exp (0.035) | Exp (0.242)
O¢2 Exp (0.008) | Exp (0.091) Exp (0.019) | Exp (0.022)
013 Exp (0.154) | Exp (0.122) Exp (0.036) | Exp (0.053)
0,3 Exp (0.008) | Exp (0.035) Exp (0.026) | Exp (0.043)
033 Exp (0.165) | Exp (0.113) Exp (0.005) | Exp (0.052)
J3 043 Exp (0.115) - Exp (0.173) -
Os3 Exp (0.139) | Exp (0.075) Exp (0.407) | Exp (0.106)
O3 Exp (0.060) | Exp (0.063) Exp (0.154) | Exp (0.206)
O14 Exp (0.022) | Exp (0.185) Exp (0.053) | Exp (0.161)
O34 Exp (0.059) - Exp (0.235) -
O34 Exp (0.001) - Exp (0.055) | Exp (0.056)
Ja O44 Exp (0.075) | Exp (0.087) Exp (0.102) | Exp (0.062)
Osq4 Exp (0.158) | Exp (0.023) Exp (0.053) | Exp (0.037)
Ogs Exp (0.060) | Exp (0.195) Exp (0.025) | Exp (0.076)
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U narednoj tabeli 5.37 prikazane su vrednosti vremena obrade poslova na masinama

generisane prema proceduri koja je detaljno opisana u poglavlju 4.2.2, na osnovu eksponencijalno

raspodeljenih veli¢ina prikazanih u tabeli 5.36 i1 za verovatnocu realizacije 0.95%.

Tabela 5.37 Stohasticka vremena obrade poslova na maSinama stohpt,;

Poslovi | Operacije M, M, Ms Mg
011 35.714 14.925 10.204 8.547
0,4 14.925 21.277 250.000 8.197
034 9.259 55.556 11.628 250.000
S 041 23.256 19.231 10.753 45.455
Os4 3.788 11.111 7.692
O¢1 111.111 15.873 6.897 66.667
015 6.536 58.824 25.000 333.333
0,, 8.929 - 19.231 9.091
03, 333.333 29.412 62.500 6.803
J2 O, 12.195 40.000 66.667 -
Os, 12.658 12.987 28.571 4.132
Os, 125.000 10.989 52.632 45.455
013 6.494 8.197 27.778 18.868
0,3 125.000 28.571 38.462 23.256
033 6.061 8.850 200.000 19.231
I3 043 8.696 - 5.780 -
Os3 7.194 13.333 2.457 9.434
Og3 16.667 15.873 6.494 4.854
014 45.455 5.405 18.868 6.211
0,4 16.949 - 4.255 -
034 100.000 - 18.182 17.857
Js Oya 13.333 11.494 9.804 16.129
Os, 6.329 43.478 18.868 27.027
Oga 16.667 5.128 40.000 13.158

Optimizacioni ulazni paramteri GA algoritma koriSeni su kao u prethodnom slucaju u

poglavlju 5.8.3.1. U nastavku u tabeli 5.38 prikazan je optimalan raspored poslova na setu

masina u sekvetnom obliku kao i ukupno vreme izvrSavanja svakog posla pojedinacno.

Tabela 5.38 Rezultati optimizacije FJ/SP. modela primenom GA algoritma

Funkcija cilja

Optimalan sekvetni raspored poslova na setu masina
J1 116 121 135 145 152 163
stohpt;j, | 8.547 | 14.925 | 11.601 | 10.799 | 11.111 | 3.817
Jo 211 224 236 243 254 | 263
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stohpt;j | 6.536 | 9.059 | 6.803 | 5.525 | 6.849 | 13.889

Ja 312 | 326 | 336 | 343 | 355 | 361 | StohCtye, =110,361
stohptiy | 8.197 | 23.256 | 19.231 | 18.182 | 2.457 | 16.667 minuta
I 415 | 425 | 435 | 445 | 455 | 462

stohpt;;, | 18.868 | 4.255 | 18.182 | 9.804 | 18.868 | 5.128

Na slici 5.38 u grafickom obliku prikazan je optimalan raspored poslova i ukupno

optimalno vreme funkcije cilja stohCt,,,, =110,361 minuta.

stohCtmax 110.361

C(min 100

)|0

o

- B
o

-

M5 415 ‘425m 435 445 3@5 4555

Slika 5.38 Graficki prikaz rasporeda poslova i ukupno vreme funkecije cilja stohCt,, 4,

5.8.3.3 Primer optimizacije stohastickog FJSP_. modela fleksibilnog planiranja i
rasporedivanja poslova sa parametrima uniformne raspodele primenom

GA algoritma

Optimizacija stohastickog FJ/SP. modela fleksibilnog planiranja i rasporedivanja
poslova primenom GA algoritma ¢ija vremena obrade poslova na maSinama imaju uniformni
zakon raspodele moze se modelirati kao FJSF, | stohpt;j, ~ U (ayjk, biji) | sStohCtpay. U
tabeli 5.39 prikazana su vremena obrade poslova na maSinama koja imaju uniformni zakon

raspodele.

Tabela 5.39 Vremena obrade poslova na masinama prema zakonu uniformne raspodele

Poslovi | 0;; M, M, M; Mg
0,1 | U(3.79,479) | U(1.247,2.247) | .. | U(24.43,25.43) | U(21.35,22.35)
0,, | U(34.37,35.37) - .. | U(33.86,34.86) | U(16.69,17.69)
i | 05 - U(12.71,13.71) | ... | U(15.768,16.76) | U(2.353,3.353)
0,, | U(3.759,4.759) | U(16.40,17.40) | ... | U(29.787,30.78) | U(7.553,8.553)
05, | U(37.84,38.84) | U(30.22,31.22) | ... - U(16.16,17.16)
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01 | U(8.766,9.76) | U(5.95,6.957) U(12.617,13.61) | U(30.93,31.93)
01, - - U(17.299,18.29) | U(5.29,6.29)
0,, | U(18.31,19.31) - U(7.131,8.13) | U(34.87,35.87)
0s, | U(25.57,26.578) | U(20.19,21.19) U(18.134,19.13) | U(9.001,10.00)
J2 0,4, | U(34.014,35.01) | U(5.11,6.11) U(37.618,38.61) -
Os, | U(19.877,20.87) | U(9.638,10.63) U(32.362,33.36) | U(0.82,1.82)
Oez | U(7.47,8.477) | U(2.618,3.61) U(18.618,19.61) | U(3.548,4.54)
013 | U(20.51,21.517) | U(30.321,31.32) - -
0,5 | U(18.53,19.535) | U(34.262,35.26) U(11.931,12.93) | U(0.212,0.788)
0s3 | U(17.2,18.2) | U(9.806,10.806) U(33.42,34.42) | U(26.73,27.73)
Js | 043 | U(27.301,28.30) | U(9.574,10.574) U(15.518,16.51) | U(27.55,28.55)
055 | U(22.408,23.40) | U(0.295,0.705) U(1.145,2.145) | U(32.84,33.84)
O¢s | U(10.578,11.57) | U(7.026,8.026) U(19.76,20.716) | U(27.19,28.19)
014 | U(4.917,5.917) | U(7.475,8.475) U(37.227,38.22) | U(35.35,36.35)
0,4 - U(18.647,19.64) U(23.261,24.26) | U(24.58,25.58)
034 | U(31.479,32.47) | U(7.969,8.969) U(36.636,37.63) | U(22.62,23.62)
Ja 044 | U(27.216,28.21) | U(38.898,39.89) U(8.933,9.933) | U(9.24,10.24)
0s4 | U(6.318,7.318) - U(33.227,34.22) | U(23.22,24.22)
Ogs - U(23.897,24.89) - U(28.19,29.19)

U narednoj tabeli 5.40 prikazane su vrednosti vremena obrade poslova na masinama
generisane prema proceduri koja je detaljno opisana u poglavlju 4.2.3, na osnovu uniformno

raspodeljenih veli€ina prikazanih u tabeli 5.39 1 za verovatnocu realizacije 0.95%.

Tabela 5.40 Stohasticka vremena obrade poslova na maSinama stohpt,;

Poslovi | Operacije M, M, M, M, M; Mg

011 4.290 1.747 19.972 - 24938 | 21.850
0,4 34.875 - 36.532 8.587 34360 | 17.191
03, - 13.211 4.948 1.558 16.268 2.853

S 041 4.259 16.906 - 8.419 30.287 8.053
0z, 38.345 30.726 6.495 2.449 - 16.666
Og1 9.266 6.457 27.766 7.296 13.117 | 31.437
01, - - 4.855 14.322 17.799 5.791
0,, 18.819 - 29.029 | 23.898 7.631 35.374
O3, 26.078 20.699 35.386 5.134 18.634 9.501

J2 0,4, 34.514 5.619 35.929 - 38.118 -
Os, 20.377 10.138 10.470 18.719 32.862 1.320
O¢2 7.977 3.118 28.212 0.725 19.118 4.048
013 21.017 30.821 30.432 19.925 - -
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0,3 19.035 34.762 - 8.437 12.431 0.288
033 17.700 10.306 - 20.672 33.920 | 27.230
J3 043 27.801 10.074 22.168 33.687 16.018 | 28.059
Os3 22.908 0.205 - - 1.645 33.345
Og3 11.078 7.526 1.390 26.114 20.216 | 27.695
014 5.417 7.975 6.794 34.975 37.727 | 35.853
0y4 - 19.147 0.296 26.624 23.761 25.085
O34 31.979 8.469 27.610 4.628 37.136 | 23.124
J4 044 27.716 39.398 - 21.539 9.433 9.741
Osy 6.818 - 15.160 20.668 33.727 | 23.722
Og4 - 24.397 26.481 21.938 - 28.696

U nastavku u tabeli 5.41 prikazan je optimalan raspored poslova na setu masina u

sekvetnom obliku kao 1 ukupno vreme izvr§avanja svakog poslova pojedinacno.

Tabela 5.41 Rezultati optimizacije F/SP, modela primenom GA algoritma

Optimalan raspored poslova na setu masina Ukupno vreme
A 112 124 134 142 153 161
stohpt;;, | 1.747 | 8.587 | 1.5577 | 16.906 | 6.495 | 9.266
> 213 221 234 242 253 262
stohpt;;;, | 4.855 | 18.819 | 5.134 5.619 | 10.470 | 3.118 | stohCt,4, =108,126
J3 314 324 331 343 352 363 minuta
stohpt;;, | 19.925 | 8.437 | 17.7002 | 22.168 | 0.205 | 1.390
N 413 426 432 446 454 | 466
stohpt;j, | 6.794 | 25.085 | 8.469 9.741 | 20.668 | 28.696

Na slici 5.39 u grafickom obliku prikazan je optimalan raspored poslova i ukupno

vreme funkcije cilja Ctyax = 108,126 minuta.

stohCtmax 108.126

C(min) |0 100

- §
- (S Tt
M5

Slika 5.39 Graficki prikaz rasporeda poslova i ukupno vreme funkcije cilja stohCt,, 45

s
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Na osnovu razvijenog stohastickog modela FJSP. fleksibilnog planiranja i
rasporedivanja poslova, sprovedena je optimizacija pri razli¢itim pretpostavkama o
distribuciji ulaznih parametara (vremena obrade operacija na maSinama - stohpt;j;). U
radu su razmatrane tri raspodele: normalna, eksponencijalna 1 uniformna. Svaka od ovih
raspodela ima razli¢ite karakteristike stohastickog ponaSanja proizvodnog procesa, §to se
direktno odrazava na kvalitet i strukturu optimalnog rasporeda. Rezultati optimizacije
pokazali su da vrednost ciljne funkcije stohCt,,,, zavisi od vrste primenjene raspodele.
Primenom normalne raspodele dobijena je vrednost stohCt,,,= 100,173 minuta,
primenom eksponencijalne raspodele stohCt,,, =110,361 minuta, dok primenom
uniformne raspodele vrednost funkcije cilja je stohCt,,,, =108,126 minuta. Ove razlike
ukazuju na to da izbor raspodele ima znacajan uticaj na performanse sistema i neophodno
ga je uskladiti sa realnim karakteristikama.

Na osnovu prethodnih zakljuc¢aka izbor odgovarajuce raspodele predstavlja kljuéni
element u modeliranju stohasti¢kih sistema. Kao preporuka za buduca istrazivanja, istice
se potreba za statistiCkom validacijom raspodele na osnovu realnih proizvodnih podataka,
kako bi se povecala tacnost modela i relevantnost optimizacionih rezultata, Sto se i moze
videti u Sestom poglavlju doktorske disertacija gde je posmatran realan primer u firmi na

proizvodnju namestaja.

5.9.4 Matematicka formulacija fazi modela fleksibilnog planiranja i

rasporedivanja poslova FFJSP_| fptij; | Cftpay

Fazi model FFJSP,. planiranja i rasporedivanja poslova mozZe se definisati na sledeci
nacin FFJSF, | fpt;jk | Cftmax- Potrebno je rasporediti n poslova Jy, /3, ... Jj, ..., Jn, Pri Cemu
svaki posao J; ima redosled operacija O,;, O}, ....0;j, koje je potrebno obraditi na skupu
masina My, My, ... My, ..., M;,. Vreme obrade posla J; operacije O;; na maSini My
predstavljeno je kao trougaoni fazi broj fpt;jx = (r1,72,73), gde je 11 - najkrace vreme
obrade, r, - predstavlja najverovatnije vreme obrade, dok 73- najduze vreme obrade
(poglavlje 4.4). Sli¢no tome moZe se predstaviti i fazi funkcija cilja Cft,,q, koja zavisi od
vremena zavrSetka poslednje operacije 0;; na bilo kojoj maSini My, dakle Cft,qx =
(Cfty1,Cfty,, Cfty3), gde je Cft,1 - najkrace ukupno vreme obrade prema funkciji cilja,
Cft,., - najverovatnije ukupno vreme obrade i Cft,; - najduze ukupno vreme obrade
poslednje operacije na bilo kojoj masini. Matematicki fazi model treba da ispuni sledece

uslove (Wang i sar., 2013):
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svi poslovi su nezavisni i dostupni za obradu u po¢etnom trenutku 0,
¢ jedna masina moze da obradi samo jednu operaciju i jedan posao moze da se obradi
na samo jednoj masini istovremeno,
e vreme transporta izmedu razli¢itih maSina je ukljuceno u vreme obrade fpt;j,
e jednom kada se operacija pokrene, ne moze se prekinuti.

Za definisanje matematicke formulacije fazi modela fleksibilnog planiranja i
rasporedivanja poslova koriS¢ena je sledeca notacija (Yang i Xu, 2022), (Zhang i sar.,
2023):

M - skup masina na kojoj se vrsi rasporedivanje poslova, gde je m ukupan broj
masina,

J - skup poslova, j € ] = {1,2,.. ,n}, gde n predstavlja ukupan broj
poslova,

j - indeks koji oznacava posao,

k - indeks koji oznacava masinu,

i - indeks koji oznacava operaciju nekog posla,

sd;jx — pocetno vreme obrade operacije i posla j na maSini k,

fptijx = (r1,72,73) — trougaono fazi vreme obrade operacije i posla j na masini

k,

Cft;j — vreme obrade operacije i posla j,

Cftmax = (Cfty1,Cft,5, Cft,3) - trougaono fazi ukupno vreme obrade poslova.
Promenljiva odlu¢ivanja u ovom slu¢aju mogu se definisati na slede¢i nacin:

o { 1, ako je operacija i posla j dodeljena masini k,
Xijk = 0, u suprotnom

Funkcija cilja ili kriterijum optimalnosti:

min Cftyax (5.63)

pri cemu vaze sledeca ogranicenja:

m
Z Xye=1, Vj€jVi (5.64)
=1
n Y m
Cftmax = z Z Z(fptiijdijk) Xijk» (5.65)
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Sdijk +fptl]k < Sdfi+1,j,k' Vi < n],‘v’],k

(5.66)
sd;jx = max (Sdi—l,j,k + foticajk Sdnj,j—l,k + fptnj,j—l,k)a Vj >
(5.67)
1,i,k
Cftij = sdyjit+ fotijk (5.68)
xl-jk € {0,1}, Sdijk+ fptijk = 0, Cftmax =0 (569)
dodatna ogranicenja - medusobno poredenje fazi brojeva:
Kriterijum 1 (K;):
+215+ +275+
Ki( fptiji) = %, Ki( fotijie ) = % (5.70)
Ako je K1 ( fptijx ) > Ki( fptijm ) = ondaje fptix > fDtijm
Kriterijum 2 (K3):
Ako je Kl( fptijk) = Kl( ftijik ), onda uporedi prema K;:
K,(fotij) =12 Ko( fPtujuks ) =75, (5.71)
Akojer, >1s,ondaje fptijx > fpotijm
Kriterijum 3 (K3):
Ako je , = 15, onda uporediti prema Kj:
Ks(fptij) =ms—m, K3(fpti’j’k’) =T — 1y, (5.72)

Ako je K3( fptijie ) > Ks( fpty ), ondaje fptie > fotijm

Jednacina (5.63) predstavlja kriterijum optimalnosti odnosno ukupno fazi vreme
obrade poslova. Ogranicenje (5.64) definiSe uslov obrade jedne operacije jednog posla na
jednoj masini u sekvetnom rasporedu poslova. Ogranicenje (6.65) definiSe uslov da je
ukupno fazi vreme obrade vece ili jednako zbiru vremena obrade i pocetnih vremena.
Ogranicenja (5.66) 1 (5.67) definiSu sekvencijalno izvrSavanje operacija na masini,
uzimajuci u obzir zavrSetak prethodnih operacija na istoj masSini 1 zavrSetak poslednje
operacije prethodnog posla na bilo kojoj masini. Ogranicenja (5.68) 1 (5.69) definisSu fazi

vremena obrade i tip promenljive. Dodatna ogranicenja (5.70), (5.71) 1 (5.72) predstavljaju
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kriterijjume medusobnog poredenja fazi brojeva, predstavljeni kriterijumi u obliku

ogranicenja detaljno su opisani i predstavljeni u poglavlju 4.4.

5.9.4.1 Primer optimizacije fazi FFJSP. modela fleksibilnog planiranja i
rasporedivanja poslova sa fazi vremenima obrade poslova na masinama

primenom GA algoritama

Problem fleksibilnog planiranja 1 rasporedivanja poslova sa fazi vremenima obrade
poslova FFJSP, predstavlja kompleksan optimizacioni problem. U fazi okruzenju, vremena
obrade opisuju se fazi brojevima, koji predstavljaju raspon mogucih vrednosti umesto jedne
odredene vrednosti. Cilj optimizacije fazi modela je pronaéi raspored koji minimizuje
odredeni kriterijum uzimajuéi u obzir nesigurnost u vremenima obrade. U nastavku
predstavljen je konkretan primer optimizacije fazi FFJSP. modela fleksibilnog planiranja i
rasporedivanja poslova sa fazi vremenima obrade poslova na masinama, primenom GA

algoritama. U tabeli 5.42 prikazani su ulazna fazi vremena obrade poslova na masinama.

Tabela 5.42 Fazi vremena obrade poslova na maSinama fpt; jx

. .. Masine
Poslovi Operacije
M, M, M,
014 (7,8, 11) 9, 11, 12) (10, 12, 15)
Ji 0y, 2,3,5) (7,9, 10) %0
0, (7, 8, 10) (6,7, 9) (8, 11, 12)
J2 0y, (8, 10, 12) (6, 10, 13) (5, 8, 10)
03 (19, 22, 24) 0 (17, 20, 23)
J 03 %0 (11, 14, 18) (8, 11, 12)
033 (8, 11, 14) (5,7, 10) (5, 6, 8)

Na slici 5.40 u grafickom obliku prikazan je optimalan raspored poslova 1 ukupno
fazi vreme funkcije cilja Cft,,q.= (30, 40, 43), nakon defazifikacije Cft,,q= 37,666
minuta. Na osnovu grafickog prikaza jasno se moze videti rasporedivanje operacija
razli¢itih poslova na skupu maSina u okviru fazi modela fleksibilnog planiranja i
rasporedivanja poslova. Vreme izvrSenja svake operacija predstavljeno je trougaonim fazi
brojem fpt;jx = (r1,72,73), Cime je obuhvacena neizvesnost u vremenu obrade. Dobijeni
rezultati potvrduju da primena fazi modela omoguc¢ava drugacije modeliranje proizvodnog

procesa i donosi dodatnu vrednost u optimizaciji kroz bolju procenu vremena trajanja
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poslova, §to je posebno korisno u realnim uslovima proizvodnje gde su Cesto zastupljeni

periodi neizvesnosti.

A O11 O12
Mi
| | (7.8.11)
. |
i3 M2
z O22 031 032 Oz
S ||
| {11, 15, 19) (17, 20, 23) deh ol gy o049
M3
| | (11.15.19) (23,31, 33)
031 033 >

Ukupna fazi vrednost funkcije cilja Cftmax = (39, 40, 43) = 37,666

Slika 5.40 Graficki prikaz rasporeda poslova i ukupna fazi vrednost funkcije cilja Cft,,q4x

166



Poglavlje 6 DOKTORSKA DISERTACIJA

Poglavlje

PRIMENA RAZVIJENIH MODELA NA REALAN PROIZVODNI PROCES

U ovom poglavlju doktorske diseratacije predstavljena je primena i validacija
razvijenih racunarskih modela za planiranje i1 rasporedivanje resursa u realnom proizvodnom
procesu. Prikazana su detaljna objasnjenja implementacije modela u prakticnom industrijskom
okruzenju, uslovi pod kojima je izvrSena primena, kao 1 kriterijumi koji su kori§¢eni za ocenu
uspesnosti modela. Posebna paznja posvecena je poredenju performansi proizvodnih procesa
pre 1 nakon primene raunarskih modela, pri ¢emu je uradena detaljna statisticka analiza kako
bi se jasno definisala preciznost i pouzdanost razvijenog modela. Takode, u ovom delu
poglavlja analizirani su izazovi koji su se javili tokom implementacije i validacije modela, kao
1 strategije 1 reSenja koja su primenjena za njihovo prevazilazenje. Dati su jasni zakljucci o
prakti€noj primenljivosti 1 prednostima upotrebe modela u realnom proizvodnom procesu, uz
naglaSavanje mogucnosti daljeg unapredenja na osnovu uocenih ogranicenja.

Optimizacija procesa planiranja i rasporedivanja resursa i validacija razvijenih
racunarskih modela su sustinski aspekti za poboljSanje efikasnosti i pouzdanosti industrijskih
procesa. Ovaj dvostruki fokus na optimizaciju i validaciju osigurava da razvijeni raCunarski

modeli ne samo da doprinose teorijskom napretku, ve¢ takode pruzaju vidljive benefite kada
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se primenjuju na planove proizvodnje u stvarnom svetu. Validacija modela kroz stvarne
eksperimente proizvodnog okruzenja, omogucava prakticnu verifikaciju efikasnosti. Ovaj
integrisani pristup doprinosi stalnom unapredenju procesa proizvodnje i promovise jedan novi
naucno utemeljen pristup zasnovan na naprednim tehnologijama koji je danas nezaobilazan
faktor u svetu planiranja. U okviru sprovedeinh istrazivanja obuhvacena je firma koja se bavi
proizvodnjom razli¢itih vrsta namestaja na jugu Srbije, gde je i spoveden eksperiment koji je
detaljno predstavljen u nastavku rada. Posmatrano preduzece karakterise proizvodnju razlicitih
vrsta proizvoda, ru¢no upravljanje proizvodnim procesima, kao i odsustvo naprednih
informacionih sistema za planiranje i rasporedivanje resursa. Procesi planiranja i organizacije
proizvodnje u postoje¢em sistemu oslanjaju se iskljuc¢ivo na iskustvo zaposlenih, §to kao za
posledicu ima neustaljen rad proizvodnih linija i velika odstupanja od poc¢etnih zadatih ciljeva,
a sve to rezultira smanjenom efikasnosc¢u i ograni¢enom moguénoséu sistematskog pracenja i
optimizacije toka proizvodnje. Takvo okruZenje je danas u vecini MSP u Srbiji a upravo zbog
tih specifi¢nosti 1 izazova, prepoznato je kao pogodno preduzece za validaciju razvijenih
racunarskih modela.

Konkretno, razvijani modeli su prilagodeni potrebama preduzeca kako sa stane
ekonomske isplatljivosti tako i1 sa stanovista produktivnosti. Analizirajuéi izazove tokom
primene modela, utvrdeno je da nau¢ni format modela nije Siroko druStveno prihvacen,
prvenstveno zbog toga Sto zahteva visok nivo tehnickog znanja iz ove oblasti. Kao odgovor na
ovaj izazov, bie razvijena softverska aplikacija koja omogucava jednostavan, pristupacan i
intuitivan korisnicki interfejs, ne zahtevaju¢i pritom veliko tehni¢ko predznanje korisnika.
Realizacija ove aplikacije istovremeno predstavlja i peti pravac istrazivanja u okviru ove
doktorske disertacije.

Prvi 1 osnovni korak pri implementaciji 1 validaciji modela planiranja 1 rasporedivanja
resursa u proizvodnim procesima jeste izbor optimalnog modela za posmatrani problem. Pri
razvoju, primeni i validaciji modela potrebno je sagledati sve resurse proizvodnog procesa
pocevsi od ciljeva proizvodnje, rasporeda masina, vrste proizvoda, karakeristika preduzeca 1
sve moguce parametre koji uti¢u na proizvodni proces i na razvijanje raCunarskog modela.
Prethodno u petom poglavlju doktorske disertacije razvijeni su razli¢iti modeli planiranja i
rasporedivanja resursa i svaki model se moZze primeniti u zavisnosti od tipa proizvodnje.
Razvijani modeli zasnovani su na savremenim nau¢nim metodama kao S$to su veStacka
inteligencija 1 stohasticki procesi 1 kao takvi igraju klju¢nu ulogu u reSavanju slozenih
problema i optimizaciji procesa planiranja i rasporedivanja resursa. Primena razvijenih modela

ima za cilj povecanje konkuretnosti MSP kao i1 sprovodenje naprednih metoda koje
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omogucavaju preduzecima da se prilagode dinami¢nim promenama na trzistu. Ovo je kljuc¢no
ne samo da bi se odrzala konkurentska prednost, ve¢ i da bi preduzeca postala fleksibilnija i
sposobnija da reaguju na neocekivane dogadaje. Razvijeni raCunarski modeli predstavljaju
mocan alat za optimizaciju i efikasno upravljanje resursima ¢ime se uti¢e na smanjenje
nepotrebnih troskova, povecanje efikasnosti proizvodnje i poboljSanje ukupne finansijske
performanse preduzeca. Ovo ne samo da poboljsSava kvalitet procesa planiranja i
rasporedivanja resusa ve¢ i povecava zadovoljstvo korisnika, Sto je neophodno za izgradnju
poverenja i sticanje konkurentske prednosti. Sposobnost naprednih nauc¢nih metoda da
analiziraju, predvidaju i optimizuju procese ¢ini ih neophodnim alatom za kompanije koje traze

uspeh, efikasnost i prilagodljivost u dinami¢nom poslovnom okruzenju.

6.1 STUDIJA SLUCAJA: OPTIMIZACIJA PROCESA PLANIRANJA I
RASPOREDIVANJA PROIZVODNIH RESURSA NA PRIMERU
PREDUZECA ,,.DN COMPANY* SRBIJA

Studija slu€aja obuhvata optimizaciju procesa planiranja 1 rasporedivanja proizvodnih
resursa na primeru preduzeca ,,DN Company* iz Vladi¢inog Hana, koje se bavi proizvodnjom
razlicitih vrsta namestaja (delatnost - 1621 - Proizvodnja furnira i ploca od drveta). Preduzeée
poseduje masine koje mogu da obavljaju razlicite vrste poslova u unapred odredenom vremenskom
okviru. Prema podacima Agencije za privredne registre Republike Srbije kompanija se svrstava u
kategoriju malih preduzeca. Ima 104 zaposlenih i ostvaruje godiSnji prihod od 289.582.000,00
dinara (Agencije za privredne registre Republike Srbije).

Na samom pocetku potrebno je uraditi detaljnu analizu proizvodnog procesa i
upoznati se sa procesom rada kako bi se adekvatno implementirao odgovaraju¢i model u
proces proizvodnje. Kao prvi korak namece se analiza procesa proizvodnje primenom SIPOC
modela (eng. Supplier — Input — Process — Output — Customer - SIPOC). SIPOC model je
strukturirani alat koji se koristi u poboljSanju i analizi poslovnih procesa (Meier i sar., 2023).
Cesto se prikazuje kao tabela ili dijagram protoka i koristan je za definisanje i razumevanje
razliCitih elemenata procesa ili sistema. U nastavku rada predstavljene su osnove komponente
SIPOC modela orijentisane prema pravcu istrazivanja.

Mapiranje ulaznih komponenti, primenom SIPOC modela, omoguc¢ava praktic¢an uvid
u procese rada i razumevanje celokupnog proizvodnog sistema. Na ovaj nacin se identifikuju
potencijalne kriticne tacke koje imaju mogucénost za poboljSanje. Generalnom analizom
procesa u proizvodnim kompanijama u Republici Srbiji (poglavlje 1.2 ) zakljuceno je da sistem

planiranja i rasporedivanja resursa u danas$njim MSP u vecini slu¢aja funkcioniSe i sprovodi se

169



Razvoj modela za optimalno planiranje i rasporedivanje resursa u malim i srednjim preduze¢ima u uslovima neizvesnosti

na osnovu iskustva odgovornog lica za planiranje resursa. Sli¢no i1 u razmatranoj kompaniji
“DN Company” planiranje i rasporedivanje proizvodnih resursa se trenutno obavlja na osnovu
iskustva radnika zaduzenih za planiranje resursa.

Detaljnom analizom preduzeca izdvojene su Cetri kljucne faze koje su vazne za
posmatrano proizvodno preduzece i to: Fq: Pogon presovanja, F,: Pogon proizvodnje, F3:
Pogon lakiranja, F4: Pogon pakovanja. Nabrojane faze detaljno su graficki prikazane na slici

6.1.

Fl Dopremanje Priprema sirovina Pripremanje
_— Pocetak > sirovina —> ZI:l esovanie ————/>  Presovanje otpresaka za
(transport furnira) b Y : proces

I_ 9 proizvodnje
Nalog za - Hladjenje
s Busenje
presovanje furnira J otpresaka
I Transport
otpresaka

Krojenje }f:‘:l\“e;; viljuskarom

Nanogenje lepka teta
F2 Proizvodnja na presovanja

osnovu radnog  [<t
NE
Montaza gotovih ; Lakirica

naloga

'—l
LR—adglo—gJ Tiplovanje proizvoda - Kontrola kvaliteta
’ Figovanje ’ Brusenje ‘ ’ | Noga | ’ Sediste ‘ l Kitovanje ‘ Odobren rezultat

Priprema za

lakiranje Lakiranje

I —
‘ Busenje Kraéenje ‘ Naslon DrZad
naslona .
) Brugen;

=3 DA
Pakovanje L -

—  Administracija > Kraj

— ==
| Verifikacija i unos broja ‘ Finansije I

gotovih proizvoda

Slika 6.1 Dijagram toka procesa proizvodnje namestaja sa jasno definisanim fazama i

Fakturisanje arhiviranih
rezultata

Fa

aktivnostima

Na slici je predstavljen dijagram toka proizvodnog procesa u preduzecu za
proizvodnju namestaja. Proces je podeljen u Cetiri glavne faze (Fy, F,, F3 1 F,):

e Faza F; (Priprema sirovina): Obuhvata transport i pripremu sirovina (furnira),
presovanje, hladenje otpresaka, proveru kvaliteta 1 transport otpresaka do proizvodnje;

e Faza F, (Proizvodnja): Obuhvata proizvodne aktivnosti poput tiplovanja (spajanje
drvenih elemenata drvenim ¢epovima), fugovanja (ispuna praznina nastalih spajanjem
montiranih elemenata), brusenja, buSenja, kracenja 1 parenja (tretman vodenom parom

na visokim temepraturama), zatim sledi montaza finalnog proizvoda iz osnovnih
sastavnih elemenata (nose¢ih elemenata (noge), naslona i njegovih drzaca, sedista 1

pomoc¢nih funkcionalnih elemenata koji doprinose stabilnosti 1 ¢vrstoci (Strasne));
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e Faza F; (Finalna obrada): podrazumeva kontinualnu ispunu drvene strukture (lepljenje

ili kitovanje), brusenje, pripremu za lakiranje i samo lakiranje kao i zavrSnu kontrolu

kvaliteta. Ukoliko proizvod ne zadovolji zadate kriterijume kontrole kvaliteta vraca se

na mehanicku ili finalnu hemijsku doradu (lakiranje);

e Faza F, (Pakovanje i administracija): Nakon izvrSene kontrole kvaliteta, sledi

pakovanje

proizvoda,

administracija (finansijsko knjigovodstvena

evidencija

proizvoda) i otpremanje proizvoda u skladisSte gotovih proizvoda, ¢ime se proizvodni

proces zavrsava.

Dijagram toka jasno prikazuje interakcije izmedu procesa, tok materijala i kontrolne

tacke kvaliteta u procesu proizvodnje namestaja. U nastavku u tabeli 6.1 predstavljen je izvestaj

i analiza posmatranog preduzeca prema ulaznim komponentama SIPOC modela.

Tabela 6.1 SIPOC model: Analiza proizvodnog procesa

SIPOC model: Analiza proizvodnog procesa

S (eng. Supplier)

Isporucilac

Isporucioci proizvoda:
e Sopstvene zalihe,
Ko pokrece proces:
e Sef proizvodnje,
Ko su isporucioci podataka i dokumenata:
e Magacin,
e Montaza.

I (eng. Input)

Ulaz

Ulazna dokumenta:

e Nalog za proizvodnju,
Proizvodi na ulazu:

e Furnir,

e Lepak,

e Repro material.
Informacije na ulazu:

e Tip 1 vrsta proizvoda.

P (eng. Process)

Proces

Proces  proizvodnje  sastoji se iz
mnogobrojnih aktivnosti 1 detaljno je
predstavljen na karti procesa na slici 6.1.

O (eng. Output)

Izlaz

Izlaz iz procesa:

e Gotov proizvod (razli¢ite vrste
stolica, noge stolova, sedista i
drugo...).

Dokumenta:

e Khnjiga rezultata,

¢ Finansijski izvestaj,

e Lista proizvedenih i gotovih
proizvoda na osnovi zadatih ciljeva.
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Holsak Kanada,
Masset Tokio,
Slovenijales Ljubljana,
Startimpeks Beograd,

C (eng. Customer) Kupac

ey

Na slici 6.2 prikazan je graficki raspored (emg. layout) proizvodnog pogona
analiziranog preduzeca. Na slici su jasno prikazane pozicije pojedinacnih proizvodnih masina,

kao 1 raspored razli¢itih pogona unutar proizvodnog prostora.

C
)
= |:
o
4
[ 4 3 :
I
D Cd
—d
4
[d B 3
[ 4
[ 4 4 —
IZ‘ S
A
34 4
[

LEGENDA

A | Pogon presovanja
B | Pogon proizvodnje
C | Pogon za lakiranje
D | Pogon pakovanja

Slika 6.2 Graficki prikaz rasporeda pogona posmatranog preduzeca

Na osnovu slike jasno se moze videti da posmatrani prozvodni proces u pogonu B

(pogon proizvodnje) se sastoji od M = 13 masina u prvom redu, M = 12 maSina u drugom

172



Poglavlje 6 DOKTORSKA DISERTACIJA

redu, M = 6 maSina u tre¢em redu1i M = 12 maSina u ¢etvrtom redu. Treba napomenuti da
za svaki posao se razlikuje 1 broj masina koje imaju mogucnost da izvrSe operaciju tog posla.

Na slici 6.3 predstavljen je graficki prikaz jednog dela posmaranog proizvodnog procesa.

Slika 6.3 Posmatrani proizvodni proces preduze¢a namestaja u Republici Srbiji

Na osnovu ulaznih parametara i zahteva proizvodnje, utvrdenih kroz detaljnu
analizu proizvodnog procesa, kao i zahteva srednjeg dela menadzmenta za optimizacijom
procesa 1 dodelu prioriteta poslovima, predlozen je model fleksibilnog planiranja i
rasporedivanja poslova koji je detaljno predstavljen u poglavlju 5.2.3.

U nastavku, pristupa se detaljnoj analizi svih relevantnih parametara koji imaju
znacajan uticaj na efikasnost proizvodnog procesa, kao i sprovodenju optimizacije u okviru
proizvodnog pogona. Medutim pre same implementacije i razvoja karakteristicnog modela
prema tipu proizvodnje i optimizacije, vrsi se izbor odgovarajuée metode sa ciljem postizanja

optimalnih rezultata prilikom primene predlozenog modela.

6.1.1 Primena hibridnog pristupa zasnovanog na masinskom ucenju i odabiru

optimalnih prametara metode za reSavanje FJSP_

Primena hibridnog pristupa zasnovanog na masinskom ucenju za izbor optimalnih
parametara metode pri reSavanju problema fleksibilnog rasporedivanja proizvodnih
poslova FJSP. znacajno povecava pouzdanost predlozenog modela, kao i1 efikasnost
primenjene metode za optimizaciju proizvodnog procesa. U prethodnom poglavlju
(poglavlje 5) detaljno su analizirani razvijeni modeli 1 algoritmi koriS¢eni u procesu
optimizacije, pri ¢emu je poseban akcenat stavljen na GA, €iji su rezultati pokazali najvecu
efikasnost 1 najbolje performanse u reSavanju analiziranog optimizacionog problema.

Testiranje razli¢itih metaheuristickih algoritama na raznovrsnim primerima, kako u
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kontekstu razvoja ANFIS sistema, tako 1 na osnovu rezultata optimizacije, nedvosmisleno
je pokazano da su performanse GA superiorne u odnosu na druge metaheuristicke
algoritme. S toga je, GA algoritam izabran kao preferirani algoritam za optimizaciju
procesa planiranja i rasporedivanja resursa u razmatranoj kompaniji.

U nastavku, predstavljen je hibridni pristup koji ukljucuje selekciju optimalnih
parametara GA algoritma i predikciju ciljne funkcije primenom modela masinskog ucenja
(Stankovi¢ 1 sar., 2025). Ovaj pristup omoguéava optimizaciju procesa proizvodnje
kombinovanjem prednosti GA algoritma sa sposobnostima modela maSinskog ucenja u
analizi 1 predikciji kompleksnih sistema. Na slici 6.4 predstavljen je graficki prikaz
hibridnog pristupa zasnovanog na masSinskom ucenju i odabiru optimalnih prametara GA

metode za reSavanje FJSP. (Stankovic i sar., 2025).

Prva faza: Pripema baze podataka

4844
I
4
1
LKLY

- v

o
A
-

625 optimizacija Funkeija cilja Vriemena
a

Ulazni podaci ~ obrade
GA algorima  poslova

GA
optimizacija

ASS SN

Poslovi. operacije. masine

ey ejepod vzeg

Vestacka
Hiperpametarska T

optimizacija

Obrada
informacija
prve faze

mreza

Treéa faza: Optimizacija proizvodnje primenom GA algorima

M2

Slika 6.4 Graficki prikaz predlozenog hibridnog pristupa

Konaéni cilj prikazanog hibridnog pristupa jeste izbor optimalnih parametara i
predikovanje optimalne funkcije cilja Ct,,,, koriS¢enjem modela maSinskog ucenja. Ideja

implementacije sastoji se od tri faze koje su povezane u jedan inteligentni sistem planiranja.
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Prva faza se sastoji od formiranje baze podataka (uradeno je 625 optimizacija za posmatrani
problem), druga faza obuhvata primenu modela masSinskog ucenja koris¢enjem prethodno
formirane baze podataka (izbor optimalnih parametara i predvidanje funkcije cilja), tre¢a faza
koristi preporucene parametre iz druge faze i vr$i optimizaciju izlaznog procesa (Stankovi¢ i
sar., 2025).

Prva faza se sastoji od prikupljanja podataka i formiranja adekvatne baze podataka,
koja predstavlja ulaznu datoteku za proces masinskog ucenja. Polazna pretpostavka je da se
primenom alata masinskog ucenja moZze predvideti optimalna funkcija cilja. Za kreiranje baze
ulaznih podataka analizirani su sledeci parametri GA algoritma: broj iteracija - Iter, veliCina
populacije - Pop, stopa mutacije - Mu 1 stopa ukrStanja - Cross, dok parametar izlazne
optimizacije predstavlja vreme ciljne funkcije Ct,,4,- Svi navedeni parametri predstavljaju
ulazne parametre za podeSavanje GA 1 imaju direktan uticaj na dobijenu funkciju cilja.
Eksperiment se sastojao od 625 kombinacija za reSavanje FJ/SP. modela, §to je omogucilo
detaljnu analizu performansi razliCitih pristupa i optimizacionih tehnika u ovom kompleksnom
scenariju. Nakon kreiranja razli¢itth kombinacija ulaznih parametara GA algoritma i izvrSene
optimizacije postavljenog problema, dobijena je ciljna funkcija Ct,,,, za svaku prethodno
kreiranu kombinaciju pojedinacno. Primenjeni modeli maSinskog uc€enja: linearna regresija,
stablo odluke, hiperparametarska optimizacija, vestacka neuronska mreza koriste iste ulazne
parametre iz posmatranog eksperimenta kako bi se omogucilo direktno poredenje performansi
svakog modela na osnovu dobijenih rezultata. Zbog veli¢ine ulaznih podataka, u tabeli 6.2
prikazani su samo osnovni parametri prve faze posmatranog eksperimenta dobijenih procesom

optimizacije primenom GA algoritma (Stankovi¢ i sar., 2025).

Tabela 6.2 Dobijeni rezultati GA optimizacije u prvoj fazi opisanog modela

GA parametri: eksperiment se sastojao od 625 kombinacija

Eksperiment Iter Pop Mu Cross Ctmax CPU
1 100.00 287.50 0.01 0.90 251.00 21
2 100.00 287.50 0.03 0.10 268.00 22
29 100.00 287.50 0.03 0.30 256.00 21
&3 100.00 762.50 0.10 0.10 253.00 59
219 1325.00 762.50 0.08 0.30 250.00 14:29
2550.00 525.00 0.06 0.70 251.00 17:50
317 2550.00 525.00 0.06 0.90 250.00 17:51
318 2550.00 525.00 0.08 0.10 254.00 17:50
348 2550.00 1000.00 0.01 0.10 251.00 32:41
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354 2550.00 1000.00 0.01 0.30 250.00 32:45
434 3775.00 525.00 0.01 0.30 251.00 30:13
595 5000.00 762.50 0.08 0.50 250.00 52:41
596 5000.00 762.50 0.08 0.70 250.00 52:45
625 5000.00 1000.00 0.10 0.90 250.00 01:08:29

Druga faza obuhvata primenu alata masinskog ucenja i procenu optimalnih parametara

GA algoritma pri optimizaciji, sa ciljem dobijanja optimalne funkcije cilja za posmatrani

proizvodni pogon. Koris¢enjem masinskog ucenja, prilagodeni su parametri GA kako bi se

osigurala maksimalna efikasnost u reSavanju kompleksnih proizvodnih problema, $to rezultira

optimalnim planiranjem i raspodelom resursa unutar proizvodnog procesa. Kori§¢enjem

modela masinskog ucenja uoc¢eno je da promena odredenih ulaznih parametara optimizacije u

velikoj meri uti¢e na posmatrane rezultate u vidu ciljne funkcije. Nakon primene modela

masinskog ucenja, dobijeni rezultati predstavljeni su u tabeli 6.3 (Stankovic i sar., 2025).

Tabela 6.3 Performanse modela masinskog uc¢enja za GA algoritam

Vreme Brzina

Modeli masinskog u¢enja | RMSE | R? MSE | MAE | treninga | predikovanja

(obs/sec) (sec)
Linearna regresija
Linear 6.3075| 0.56 |39.784| 4.8834 8600 3.5044
Interactions Linear 6.0333 0.60 |36.397|4.7469 25000 0.81832
Robust Linear 6.8287 | 0.48 |46.632| 4.6294 33000 0.99373
Stepwice Linear 5.9337| 0.61 |35.208| 4.6989 30000 2.6377
Stablo odluke
Fine Tree 3.0599 | 090 1(9.3632|1.7033 24000 1.908
Medium Tree 3.0266| 090 (9.1565|1.7137 41000 0.6388
Coarse Tree 3.6627 | 0.85 |13.416|2.0709 35000 0.48872
Hiperparametarska optimizacija
Bayesian optimization | 2.9139 | 091 [8.4906| 1.6446 40000 27318
Grid Search 29144 | 0.91 |8.4936| 1.6455 40000 5.5273
Vestacka neuronska mreza
Norrow Neural Network | 3.0672 | 0.90 [9.4078]| 1.8677 20000 3.1412
Medium Neural Network | 3.0347 | 0.90 |9.2095| 1.7405 38000 7.1834
Wide Neural Network | 2.9003 | 091 [8.4118]| 1.6487 41000 9.1775
Bilayered Neural Network | 3.1383 | 0.89 ]9.8492| 1.7667 38000 4.2292
Trilayered Neural 3.1473 | 0.89 [9.9057| 1.7738 | 34000 5.8144
Network

Kao $to se moze videti u tabeli 6.3 primenjeno je viSe modela maSinskog u€enja kako

bi se doslo do Sto boljih i verodostojnih rezultata pri predlaganju optimalnog modela za
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narednu fazu istrazivanja. Nakon primene modela maSinskog ucenja, rezultati su graficki
predstavljeni na slikama 6.5, 6.6, 6.7 1 6.8. Potrebno je napomenuti da je prikazan samo jedan

model sa najboljim performansama iz posmatrane grupe modela masinskog uc¢enja.
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Slika 6.5 Graficki prikaz dobijenih rezultata kori§¢enjem modela linearne regresije
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Slika 6.6 Graficki prikaz dobijenih rezultata kori§¢enjem modela stablo odluke
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Slika 6.7 Graficki prikaz dobijenih rezultata kori§¢enjem modela Bajesove optimizacije
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Model: Vestacka neuronska mreza

Model: Vestacka neuronska mreza
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Slika 6.8 Graficki prikaz dobijenih rezultata koriS¢enjem modela vestacke neuronske mreze

Na osnovu dobijenih rezultata u drugoj fazi istrazivanja, model (eng. Wide Neural Network
- WNN) se namece kao optimalno sredstvo za analizu. WNN je vrsta neuronske mreze koja ima
veci broj neurona u pojedina¢nim slojevima u poredenju sa standardnim neuronskim mrezama.
Ova vrsta mreZe je sposobna da nauci slozene obrasce i veze izmedu podataka, $to je posebno
korisno kada su podaci visokodimenzionalni ili kada postoje neke nepravilnosti u podacima.
Rezultati ukazuju na visoku preciznost modela u predvidanju metrika performansi kao Sto su:
RMSE: 2,9033, R%: 091, MSE: 8,4118, MAE: 1,6487. Utvrdeno je da WNN model pokazuje
superiorne performanse u poredenju sa drugim modelima. Graficki rezultati i uticaj ulaznih
parametara GA na posmatranu ciljnu funkciju Ct,,,,, dobijeni modelom WNN sa stopom tacnosti
od 91%, graficki su predstavljeni na slikama 6.9 a-b, 6.10 a-b. Izvedeni zakljucci su proizvod WNN

modela, naglasavajuci vaznost i relevantnost ovog modela u analizi rezultata.
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Slika 6.9 a) Uticaj broja iteracija Iter na vrednost funkcije cilja Ct,,4y, b) Uticaj parametra

ukrstanja Cross na vrednost funkcije cilja Ct,,
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Slika 6.10 a) Uticaj stope mutacije Mu na vrednost funkcije cilja Ct,,

b) Uticaj veli¢ine populacije Pop na vrednost funkcije cilja Ct,y,qy

Na osnovu grafickih slika moze se zakljuciti da parametri GA koji imaju najveéi uticaj

na funkciju cilja su veli¢ina populacije - Pop i proces ukrStanja - Cross. Graficka analiza

dodatno potvrduje ovu pouzdanost, pri ¢emu plava boja na grafikonima oznacava stvarne

vrednosti funkcije cilja Ct,, 4, dok Zute tacke predstavljaju predvidene vrednosti Ct,,,,. Ovi

rezultati pruzaju dublji uvid u proces optimizacije i potvrduju efikasnost WNN modela u analizi

sloZenih podataka i predvidanju ciljnih funkcija. U narednom koraku izvrSena je statisticka

analiza ulaznih parametara optimizacije GA kako bi se dodatno verifikovali rezultati iz

prethodnog koraka dobijent WNN modelom. Da bi se dobile statisticke vrednosti ovih uticaja,

izvrSena je regresiona analiza primenom polinoma drugog reda koji ukljuc¢uje model interakcija

parametara, ¢ime je omogucena detaljnija procena zajednickih efekata posmatranih ulaznih

veliCina, S§to se moze videti u tabeli 6.4 (Stankovi¢ i sar., 2025).

Tabela 6.4 Uticaj ulaznih parametara GA na funkciju cilja Ct,;, 4

Ulazni Standarna Donja granica | Gornja granica
parametri Vrednost greska Pr>1d 295%%) (J95ii>)
Model 250.815 1.245 <0.0001 248.329 253.300
Iter -0.759 0.508 0.140 -1.774 0.255
Pop -12.296 0.508 <0.0001 -13.311 -11.282
Mu 0.426 0.508 0.405 -0.589 1.441
Cross -5.241 0.508 <0.0001 -6.255 -4.226
Iter - Iter 0.093 0.880 0.917 -1.665 1.850
Iter - Pop 0.417 0.622 0.506 -0.826 1.659
Iter - Mu -0.667 0.622 0.288 -1.909 0.576
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Iter - Cross 0.861 0.622 0.171 -0.382 2.104
Pop - Pop 10.148 0.880 <0.0001 8.391 11.906
Pop - Mu -0.028 0.622 0.965 -1.271 1.215
Pop - Cross 5.194 0.622 <0.0001 3.952 6.437

Mu - Mu 2.204 0.880 0.015 0.446 3.961
Mu - Cross -0.111 0.622 0.859 -1.354 1.132
Cross - Cross 1.093 0.880 0.219 -0.665 2.850

Analiza koeficijenta regresije daje uvid u uticaj razlicitih faktora i njihove interakcije
na zavisnu promenljivu Ct,,,,. Prema regresionom polinomu drugog reda sa modelom
interakcija parametara Pop ima statisticki znaCajan negativan uticaj na zavisnu promenljivu,
Sto ukazuje da povecanje vrednosti Pop dovodi do smanjenja vrednosti zavisne promenljive ili
funkecije cilja Ct,,4,. Parametar Cross takode pokazuje statisticki znacajan negativan uticaj na
zavisnu promenljivu Ct,,,,. Parametar Mu nije pokazao statisti¢ki zna€ajan uticaj na zavisnu
promenljivu Ct,,,,. Ovo moze sugerisati da promene u stopi mutacija ne uti¢u znacajno na
ishod. Parametar Iter takode nije pokazao statisticki znacajan uticaj na vrednost funkcije cilja.
Ovo moZe ukazivati na to da promene u broju iteracija ne dovode do znacajnih promena
vrednosti funkcije cilja.

Treéa faza predstavlja optimizaciju razmatranog procesa primenom modela
fleksibilnog planiranja FJSP.. Treca faza istrazivanja ima za cilj da maksimizira
proizvodnu produktivnost uz najmanju koli¢inu vremena potrebnog za obavljanje svih
zadataka. Za potrebe optimizacije procesa planiranja i rasporedivanja resursa koriS¢eni su
preporuceni ulazni parametri GA algoritma, dobijeni primenom WNN modela, prikazani u

tabeli 6.5 (Stankovi¢ 1 sar., 2025).

Tabela 6.5 Preporuceni ulazni parametri optimizacije primenom WNN modela za GA

Preporuceni ulazni optimizacioni parametri GA

Pop Cross M, Iter

762 ~ 1000 0.50 ~0.90 0.03 ~0.06 500 ~ 1000

U nastavku, na slici 6.11 prikazani su graficki rezultati dobijeni optimizacijom GA
algoritma prema preporukama ulaznih parametara WNN algoritma (Stankovi€ 1 sar., 2025).

Plava linija ("Prethodno stanje") predstavlja vrednosti funkcije cilja Ct,,,, dobijene
kada su ulazni parametri optimizacije birani nasumicno, bez konkretnih smernica. Ovakav
pristup rezultira ve¢im varijacijama i vi§im vrednostima Ct,,,,, Sto ukazuje na manje efikasna

reSenja.
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NarandZzasta linija ("Nakon preporuke WNN algoritma") prikazuje rezultate

optimizacije kada su ulazni parametri odredeni na osnovu preporuka WNN modela.

——Prethodno stanje —— Nakon preporuke WNN algoritma
300.00

295.00
290.00
285.00
280.00
275.00
270.00

265.00

Vrednost funkcije cilja Ctmax

260.00

255.00

—

|

| \_JL J‘\m AN F \J\\f\,\f\;j\_,

Ukupan broj eksperimenata

250.00

Slika 6.11 Graficki prikaz vrednosti funkcije cilja (Ct,,4,) prethodnog stanja proizvodnje i
nakon preporuke WNN algoritma primenom GA

Rezultati potvrduju da primena WNN modela moze znacajno poboljsati efikasnost GA

optimizacije, omogucavajuéi nize vrednosti Ct,,,, 1 Smanjenje vremena u procesu optimizacije.

6.1.2 Optimizacija raspodele resursa primenom deterministickog F/SP,. modela

sa pravilima prioritetne odluke zasnovanih na fazi MCDM pristupu

U preduzecu za proizvodnju razli¢itih vrsta namestaja ,,DN Company* na osnovu
analize proizvodnog procesa utvrdeno je da se prioritet poslova odreduje na osnovu radnog
iskustva. Ideja je da se primeni naucni pristup za odredivanje prioriteta poslova i sprovede
optimizacija kako bi se odredio optimalan sekventni raspored poslova na skupu maSina.
Primenom fazi MCDM metodologije za odredivanje prioriteta poslova 1 odredivanje
pravilnog sekventnog rasporeda poslova na skupu maSina koriste¢i GA, ocekuju se
znaCajne koristt u smislu efikasnosti proizvodnog procesa. Garancija pravovremene
isporuke proizvoda drugim kompanijama prilikom narucivanja proizvoda predstavlja
veliku konkurentsku prednost i1 kljuéni faktor u o€uvanju poverenja i lojalnosti poslovnih
partnera. Ovaj model omogucava efikasnije upravljanje proizvodnim procesima, smanjuje
kasnjenja i optimizuje koriS¢enje resursa, Sto dovodi do znac¢ajnih poboljsanja u poslovanju.
Na slici 6.12 prikazan je osnovni koncep nauc¢ne zamisli posmatrane studije slucaja na

konkretnom primeru u posmatranom preduzecu (Stankovi¢ i sar., 2025).
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Kriterijumi za rangiranje poslova: Ci: Vreme obrade, g Rangiranje teZina kriterijuma primenom

Cz: Broj operacija, Cs: Krajnji rok, Ca: Vreme fazi AHP i fazi FUCOM metode

podesavanja, Cs: Datumi objavljivanja, Ce: Fleksibilnost,

Cr: Recirkulacija. v

Rangiranje prioriteta poslova primenom
fazi WASPAS metode

v

Dodeljivanje prioriteta poslovima i
priprema ulaznih paramtera optimizacije
primenom WNN modela

f

Optimizacija FJSP modela primenom
GA algoritma.

Slika 6.12 Osnovi koncept i Semtski prikaz implementacije predstavljene metodologije

Postrojenje preduzeca se sastoji od nekoliko razli¢itih pogona od kojih je jedan od
najvaznijih proizvodni pogon. U procesu proizvodnje furnira koristi sopstvenu sirovinu, koja
predstavlja osnovnu bazu za dalji razvoj i izradu gotovih proizvoda u okviru proizvodnje
namestaja. U saradnji sa timom koji radi u proizvodnom pogonu, u kompaniji za proizvodnju
namestaja, sagledani su svi faktori koji direktno i indirektno utic¢u na proizvodni pogon, dok
je u narednom koraku formiran tim menadzera i inzenjera zaduZenih za implementaciju
predloZzene metodologije. Osnovni zadatak pomenutog tima je formiranje baze podataka 1
formiranje klju¢nih kriterijuma koji su ujedno i karakteristike svakog posla i imaju direktan
uticaj na proces proizvodnje. Kroz detaljnu analizu proizvodnog sistema identifikovani su
kriterijumi od suStinskog znacaja za rangiranje poslova u procesu planiranja i rasporedivanja
resursa. Detaljan opis navedenih kriterijuma, kao i metodoloski postupak odredivanja
prioriteta poslova primenom fazi MCDM metode, predstavljen je u poglavlju 5.2.3.
Neophodno je naglasiti da su svi ulazni podaci kori§¢eni u procesu rangiranja i optimizacije
prikazani u tabelama 5.8, 5.9 1 5.10 (poglavlje 5.2.3), a preuzeti su iz autorskog rada
(Stankovi€ i sar., 2025). Vazno je ista¢i da su u pomenutom radu koriS¢eni autenti¢ni, realni
podaci dobijeni iz proizvodnog pogona preduzeca. Shodno tome, u nastavku procesa
optimizacije koristice se rezultati predstavljeni u poglavlju 5.2.3, kao validna osnova za dalju
analizu 1 donoSenje operativnih odluka. U narednoj tabeli 6.6 predstavljeni su rezultati
rangiranih poslova primenom fazi WASPAS metode koji sluze kao ulazni parameteri

optimizacije rangiranih poslova.
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Tabela 6.6 Rangiranje poslova prema prioritetu izvrSavanja FWASPAS

Fazi WASPAS

In 1 2 3 4 5 6 7 8 9 10 11 12
Rang 3 7 6 4 8 2 1 5 10 9 12 11

Prioriteti posla se dodeljuju kao tezinski koeficijenti svakom poslu i deo su ulaznih
parametara za proces optimizacije. U tabeli 6.7 predstavljeni su tezinski koeficijenti poslova,
dobijeni na osnovu rangiranja poslova, kao i vremena obrade poslova za svaku masinu
pojedina¢no. Ukupna vremena obrade poslova na masSinama dobijena su merenjem i
zaokruzivanjem na celobrojnu vrednost (deterministi¢ki pristup) za svaku operaciju
pojedinacno (Stankovi€ i sar., 2025). Oznaka ,, - ““ u tabeli 6.7 oznafava da operacija ne moze

da se obradi na toj maSini, npr posao J, sa operacijom 0;, ne moze se izvrsiti na masini M;.

Tabela 6.7 Prioritetni poslovi i vremena obrade deterministickog F/SP. modela

Teiinfki Vremena obrade poslova na masinama
koeficijent
posla Jn | Oy
M, M, M, M, Mg M M, Mg

O =1)
0,1, | 6956 | 1.674 | 2.567 | 2987 | 6.578 - 7.234 -

0818 S 0,, | 5456 | 3.353 | 5.765 | 5.123 | 3.492 | 2.457 | 7.353 -
Og, | 4.564 - 10.435 | 11.102 - 5564 | 7.346 | 5.674
0., | 3.036 | 3.192 - 5.675 - 1.123 | 4.543 | 4.082
0,, | 5234 - 3.125 | 7.543 | 8.445 - 2.123 | 3.473

0.455 Jo | O3 - 1.987 | 3.284 | 5.294 | 6.936 | 5.826 - 6.836
Og, | 3.380 - 6.723 | 8.635 | 8.723 | 10.826 - 6.002
0.5 | 3.262 - 3.7236 | 1.374 - 0.101 | 3.286 | 4.766

0.545 I3
0,3 | 4.745 - 10.121 - - 6.836 - 3.036
0., | 4451 | 5877 | 5.836 | 9.713 - - 6.435 | 5.841

0727 I 0,4 6 - 4 - 2 3 5 -
Oz, | 6.758 - 9.363 - 3.632 | 6.987 - 4.969
O:5 | 4500 | 4.682 - 4454 | 5432 | 0.102 | 7.352 | 4.218
0,5 | 7.712 | 8991 | 11.632 | 14.726 - 15.762 | 8.826 | 12.55

0.364 Js
Ogs | 10.647 | 14.674 - 15712 | 17.83 | 15.734 - 10.37
Oys | 6.126 - 4936 | 6.636 - 7.823 | 9.531 | 5.936

0.909 Je 0.6 | 6.531 | 4.540 - 8.736 - 7.105 | 5.863 | 5.996
0,6 - 4.363 - 3.723 | 5.732 - 3.723 | 7.932
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Ogs | - 6.532 - 73276 - | 5348 | 4.624 |2.954
04, | 5340 - 5724 | 7722 [3.632| - 4001 | 4.190
1000 | J, | 0y | - 2497 | 3.632 - 3242 4623 - |3.719
05, | 2.012 | 2.827 - 7432 [ 6232 - 4987 | -
O | - 2.906 - 9.824 [ 5976 | - 5.324 | 6.501
0.636 | J5 | O | 2.954 - 5534 | 3324 | 6.123 | 7.432 - | 1.057
055 | 3.000 - - | 4906 | 5325 3.653 | 7.123 | 1.908
0y | - 5927 | 4.124 - |3694| - 5.764 | 5.564
0.182 | Jo | Oy | 2.000 - - 5545 | - | 0986 | 0.119 | 3.829
040 | - 2,946 | 5.734 - |az01 | - 6.543 | -
0110 | 8.099 - 12534 - |1276] - - | 1165
0273 | Jio | ...
Ogro | - 4206 | 2.123 - | 8456 | 6.109 - | 5.409
0141 | 4433 | 10771 | 10349 | - |1351] - | 14.105 | 4.441
Oy, | - | 17234]11.086]12975| - |16.856]|11.712] 13.12
0.001 | Ji1 | ..
Og11 | 2.820 | 2.000 | 7.832 | 8824 | - | 4723 - | 5.464
Oy | - 6.097 | 3.892 - 6723 6.624 | 4723 | -
011, | 1391 | 3.787 | 3.765 | 4723 | 2.865 | 0.139 | 4.735 | -
0001 |, |1z | 3495 | 5503 | 6424 - | 5987 6.983 - |37
0o, | 4331 | 3708 | 6.641 | 6735 | - | 6.124 | 4.192 | 6.700

U nastavku na slici 6.13 prikazan je optimalan raspored poslova na setu masina u

sekventnom obliku kao i ukupno vreme izvrSavanja svih poslova pojedina¢no na masinama

kao izlazni parametar optimizacije. Ukupna vrednost funnkcije cilja iznosi Ct,4, = 132.543

minut.

Ctmax 132.543

C(min) 0 100

M1 1211751 1221 441@ 1241 1111 1(@1
51472

M2 7&26128121232 1282

M4 # 624 Was 1254 1294
M5 915 425 655 275 108315

M6 316926 636166 186836 536 wﬂe
M7 737 227 257 % 1267

M8 138418 828 648348668458

1161

173

1135 1155

11148

Slika 6.13 Graficki prikaz optimalanog raspored poslova deterministickog F/SP, modela
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6.1.3 Optimizacija raspodele resursa primenom stohastickog SFJSP,. modela sa

pravilima prioritetne odluke zasnovanim na fazi MCDM pristupu

Kao §to se moze videti u prethodnoj studiji slucaja (poglavlje 6.1.2), ulazna vremena
obrade poslova na setu masina predstavljena su kao deterministicka vremena sa unapred
poznatim vremenima izvrSavanja operacija na masinama (tabela 6.7). U daljem tekstu, na istom
primeru proizvodnje, bi¢e prikazana studija slucaja gde ulazne veli¢ine vremena obrade poslova

na maSinama stohpt;j, imaju stohasticki karakter. Ovo istrazivanje uradeno je sa ciljem

utvrdivanja razlika i odsupanja vrednosti funkcije cilja u odnosu na prvi slucaj (poglavlje 6.1.2).
Prvi korak ka tom cilju je eksperimentalno merenje vremena obrade pojedina¢nih operacija na

skupu masina. Primer tih merenja prikazan je u tabeli 6.8. Sva vremena izrazena su u minutima.

Tabela 6.8 Eksperimentalna merenja vremena obrade operacija na masini

. 60 [(62 | (64 (7.6 (7.8
Intervali +62] | +64] | ~66]| | 7.8 | +80]
Frekvencija dogadaja - m; 0 0 4 0 0
Matematicko ocekivanje 011 6.956
Disperzija 0.0330

Naredni korak podrazumeva analizu ulaznih parametara optimizacije i odredivanje
numeriCkih karakteristika raspodele sluCajne promenljive stohpt;jj, na osnovu eksperimentalnih
merenja vremena obrade poslova na masinama. Na slici 6.14 je prikazan histogram vremena obrade
operacija uz pripadajucu krivu normalne raspodele, kao 1 QQ (kvantil-kvantil) dijagram koji
omogucava vizuelnu procenu odstupanja empirijskih podataka od teorijske normalne raspodele.

Histogram vremena izvriavanja operacija

25

20

15

Broj slu¢ajeva
10

0

6.8 7.0 72
Vreme (min)

QQ (kvantil-kvantil) dijagram

T

65 66 67 68 69 70 71 72 73 74 7.5
Kvantil normalne raspodele

7.5

Kvantil podataka
7.0
T

Slika 6.14 Vizualni test i QQ dijagram test potvrde: koeficijent korelacije: 0.99
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Preliminarna analiza ukazuje na zadovoljavajuu uskladenost sa normalnom
raspodelom, Sto je dodatno potvrdeno vrednostima osnovnih statistickih parametara:
0;11: srednja vrednost p = 6.956 i standardna devijacija o = 0.0330. Ovi rezultati
podrzavaju pretpostavku normalnosti raspodele, ¢ime se omogucava njeno dalje koris¢enje u
okviru stohastickog modeliranja i optimizacije proizvodnog procesa. Vizuelna analiza ne
pokazuje znaCajna odstupanja od normalne raspodele, dok visoka vrednost koeficijenta
korelacije kvantila (r = 0,99) dodatno potvrduje validnost pretpostavke normalnosti. U tabeli

6.9 prikazane su ulazne veliCine, tj. viemena obrade poslova na maSinama koja imaju normalni

zakon raspodele.

Tabela 6.9 Vremena obrade poslova na masinama prema zakonu normalne raspodele

Tezinski -
et . ) Vremena obrade poslova na masinama
Poslovi | Operacije
posla M M M
(0 =~ 1) 1 2 8
011 N(6.956,0.033) | N(1.674,0.100) -
0.818 I 0,1 N(3.449,0.550) - N(3.890,0.495)
Og1 N(4.564,0.460) - N(5.674,0.398)
01, N(3.036,0.317) | N(3.192,0.152) N(4.082,0.203)
0.455 Jo
Ogy N(3.380,0.495) - N(6.002,0.558)
013 N(3.262,0.266) - N(4.766,0.581)
0.545 I, 0,3 - N(1.151,0.304) N(4.483,0.132)
033 N(1.822,0.572) | N(2.200,0.165) N(1.213,0.136)
043 N(4.745,0.511) | N(2.671,0.483) N(3.036,0.417)
014 N(4.451,0.043) | N(5.877,0.805) N(5.841,0.139)
0.727 Ja
Os4 N(6.758,0.640) - N(4.969,0.516)
015 N(4.500,0.280) | N(4.682,0.897) N(2.218,0.311)
0,5 N(7.712,0.374) | N(8.991,0.448) N(12.558,0.575)
0.364 Js
Ogs | N(10.647,0.646) | N(14.674,0.830) N(10.376,0.406)
Oys N(6.126,0.683) - N(5.936,0.229)
016 N(6.531,0.736) | N(4.540,0.576) N(5.996,0.158)
0.909 Je
Ocs - N(6.532,0.690) N(2.954,0.272)
017 N(5.340,0.287) - N(4.190,0.187)
1.000 J7 0,7 - N(2.497,0.107) N(3.719,0.106)
03, N(2.012,0.752) | N(2.827,0.384) -
O1g - N(2.906,0.673) N(6.501,0.836)
0.636 Jg 0, N(2.954,0.184) - N(1.057,0.775)
038 N(3.000,0.210) | N(1.000,0.230) N(1.908,0.055)
0.182 010 - N(5.927,0.326) N(5.564,0.315)
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Jo 0y N(2.000,0.054) - N(3.829,0.144)
030 - N(2.946,0.079) -
0110 | N(8.099,0.386) - N(11.656,0.228)
0973
J10 0710 | N(3.883,0.444) | N(2.837,0.516) N(2.988,0.746)
Og10 - N(4.206,0.220) N(5.409,0.178)
0111 | N(4.433,0.131) | N(10.771,0.560) N(4.441,0.238)
0.001
J1a O¢11 | N(2.820,0.194) | N(2.000,0.485) N(5.464,0.119)
0711 - N(6.097,0.339) -
0112 | N(1.391,0.300) | N(3.787,0.168) -
0,12 | N(3.495,0.399) | N(5.503,0.792) N(3.772,0.055)
0.091 1z
0912 | N(4.331,0.082) | N(3.708,0.189) N(6.700,0.410)

Naredni korak je odredivanje stohastickih vremena obrade na osnovu definisanih
parametara normalne raspodele. Za operaciju 04 (srednja vrednost 4 = 6.956 i standardna
devijacija 0 = 0.0330) stohasticko vreme obrade ima vrednost stohpt;j, = 7.010. Nacin
dobijanja stohastickog vremena obrade prema normalnom zakonu raspodele, za verovatnocu
realizacije 0.95%, detaljno je opisan u poglavlju 4.2.1. U narednoj tabeli 6.10 prikazane su

vrednosti stojastickih vremena obrade poslova na maSinama.

Tabela 6.10 Stohasticka vremena obrade poslova na maSinama stohpt,; jx

Teimlgkl Stohasticka vremena obrade operacija na masinama
koeficijent . ..

e Poslovi | Operacije

©=1) M, M, M; |...| Ms Mg M, Mg
011 7.010 | 1.839 | 3.213 7.035 - 7.780 -

0.818 Iy 031 4.354 - 0.806 4.035 | 7.934 - 4.705
Og1 5.321 - 11.365 0.159 | 6.353 | 7.923 | 6.329
01, 3.558 | 3.442 - 0.077 | 1.998 | 5.182 | 4.416

0.455 J2
Og> 4.195 - 7.331 9.003 | 11.24 - 6.920
013 3.700 - 4.148 0.387 | 4.335| 4978 | 5.722

0.545 2 0,3 - 1.651 | 8.125 3.948 | 4.971 | 3.108 | 4.700
033 2764 | 2.472 | 5.417 4.950 | 5.665 | 5.328 | 1.437
043 5.586 | 3.466 | 10996 | ... | 0.102 | 7.219 | 0.151 | 3.722
014 4522 | 7.202 | 6.147 | ... - 0.264 | 7.134 | 6.070

0.727 Ja
Osq4 7.811 - 11.886 5.766 | 8.086 - 5.818
O1s 4961 | 6.158 - 6.846 | 0.231 | 8.266 | 2.730

0.364 Is
Oys 7.250 - 5.823 0.045 | 8.441 | 10.888 | 6.313
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0,6 |7742] 5488 | - - 7983 7.025 | 6.256
0.909 Je
Ose - | 7668 | - - | 6443 ] 5827 | 3.402
0,, |5812] - | 6156 4531 | - | 4239 | 4.498
1.000 I 0,7 - | 2673 | 4120 4030 [ 5879 - | 3.893
0s;, |3250| 3459 | - 5815 | - | 408 | -
015 - 4014 | - 7726 | - | 6.049 | 7.877
0.636 Js 0,6 |3257| - | 6538 6.826 | 8.139 | - | 2333
Oz |3346| 1379 | - 6.145 | 4226 | 7.896 | 1.999
019 - | 6.464 | 4.899 4251 | - | 6.291 | 6.082
0.182 Ts 0y |2089] - [ 0157 - [ 1437] 0.119 | 4.066
039 - | 3.076 | 6.932 5112 | - [ 7966 | -
0,10 |8734] - [ 1380 13.188 | - | 0.050 | 12.031
0.273 10
Os10 - | 4568 | 2.934 9258 | 6.816 | 0.112 | 5.702
0111 | 4649 | 11.693 | 11.708 14578 | - | 14.633 | 4.833
0.001 Ji1
0711 - | 6.655 | 4.466 6.856 | 6.064 | 4876 | -
0,1, | 1.885] 4.064 | 4.052 3.057 [ 0.139] 5.821 | -
0.091 1z
0oy, | 4466 | 4.019 | 7.641 - 7299 5151 | 7.375

Nakon definisanja ulaznih parametra pristupa se optimizaciji F/SP. modela primenom

GA algoritma. Na slici 6.15 prikazan je optimalan raspored poslova na setu maSina u

sekventnom obliku kao i ukupno stohasti¢ko vreme izvrSavanja svakog poslova pojedina¢no

na maSinama kao izlazni parametar optimizacije. Ukupna vrednost funkcije cilja iznosti

StohCtqx = 129,590 minuta.

stohCtmax 129.590
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Slika 6.15 Graficki prikaz optimalanog raspored poslova stohastickog SF/SP. modela
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Osim prikazanog postupka kreiranja stohastickog modela (koji koristi unapred
zadatu vrednost nivoa poverenja) i optimizacije procesa rasporedivanja poslova, moguce je
primeniti i drugi stohasticki model koji je zasnovan na metodu konvolucije, a koji je
detaljno opisan u poglavlju 4.3.1.

Cilj je primena FJ/SP. modela za reSavanje problema rasporedivanja resursa sa
pravilima prioritetne odluke zasnovanim na fazi MCDM pristupu. Navedeni model koristi
ulazne podatke iz tabele 6.9, pri cemu je svako vreme trajanja operacije na jednoj masini
izrazeno u obliku N(u, 0). Primena operatora konvolucije omogucava sabiranje vremena
obrade poslova na masinama koja imaju normalni zakon raspodele. Nakon definisanja
ulaznih parametara pristupa se optimizaciji FJ/SP, modela primenom GA algoritma. Ukupna
vrednost funkcije cilja primenom operatora diskretne konvolucije iznosti stohCkt,,,, =

(128.976,3.33).

6.1.4 Optimizacija raspodele resursa primenom fazi FFJSP . modela sa pravilima

prioritetne odluke zasnovanim na fazi MCDM pristupu

Nakon optimizacije raspodele resursa primenom deterministickog i stohastickog
modela, cetvrti model u okviru ove studije slucaja bazira se na primeni fazi logike u
reSavanju FJSP. modela sa pravilima prioritetne odluke zasnovanim na fazi MCDM
pristupu. Ovaj model dodatno proSiruje prethodne pristupe uvodenjem fazi vremena obrade
poslova na masinama, ¢ime se model priblizava realnim uslovima proizvodnje, posebno u
dinami¢nim industrijskim okruzenjima poput proizvodnje namestaja.

Za razliku od deterministickog modela, koji podrazumeva ta¢no definisana vremena
1 stohastickog modela koji koristi normalnu raspodelu da opiSe vremena obrade poslova na
maSinama, fazi model FJSP. (u oznaci FFJSP.) koristi trougaone fazi brojeve za
modeliranje vremena obrada operacija na maSinama u obliku fpt;; = (ry,72,73). Ova
forma omogucava uvodenje vremenskih granica i prose¢nih vrednosti, Sto doprinosi boljoj
fleksibilnosti u planiranju. Eksperimentalni podaci kori§¢eni za ovaj model dobijeni su na
osnovu stvarnih merenja u firmi za proizvodnju namestaja na jugu Srbije, Sto dodatno
potvrduje prakti¢nu relevantnost istrazivanja.

Implementacija fazi modela omogucéava i primenu pravila prioritetne odluke
zasnovanih na fazi MCDM pristupu, ¢ime se dodatno unapreduje kvalitet raspodele poslova
1 koriS¢enja resursa. U nastavku u tabeli 6.11 prikazana su ulazne veliine, tj. fazi vremena

obrade poslova na masinama.
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Tabela 6.11 Fazi vremena obrade poslova na maSinama fpt;j, = (11,72 ,73)

Teiin.s.ki Fazi vremena obrade poslova na maSinama
koeficijent . .
posla Poslovi | Operacije
©=1) M, M, Mg
014 (6.50,6.95,7.50) | (1.10,1.67,2.00) -
0818 I 0,4 (2.89, 3.44,3.99) - (3.12,3.89,4.50)
0Og, (4.10,4.56,5.02) - (5.27,5.67,6.07)
01, (2.54,3.03,3.55) | (2.70,3.19,3.74) (3.57,4.08,4.58)
0.455 I
Os; (2.88,3.38,3.9) - (5.20, 6.00,6.77)
013 (2.72,3.26,3.78) - (4.18,4.76,5.34)
0.545 I 0,3 - (0.75,1.15,1.65) (3.86,4.48,5.11)
033 (1.30,1.82,2.30) | (1.65,2.20,2.76) (1.07,1.21,1.74)
O43 (4.00,4.74,5.25) | (2.00,2.67,3.15) (2.41,3.03,3.65)
014 (5.50, 6.00,6.70) | (5.57,5.87,6.58) (5.50,5.84, 6.68)
0.727 Ja
Os4 (6.11,6.75,7.39) - (4.40,4.96,5.58)
0;5 (7.00,7.50,8.00) | (3.78,4.68,5.57) (1.70,2.21,2.72)
0,5 (7.00,7.71,8.48) | (8.54,8.99,9.53) (11.5,12.5,13.1)
0.364 T
Ogs | (9.50,10.64,11.5) | (13.8,14.6,15.5) (9.3,10.3,10.90)
[ (5.44,6.12,6.80) - (5.20,5.93, 6.56)
016 (5.59,6.53,7.46) | (3.96,4.54,5.41) (5.53,5.99,6.55)
0.909 Jis
Oge - (5.94,6.53,7.42) (2.48,2.95,3.62)
0,7 | (8.50,9.34,10.02) - (3.70,4.19,4.67)
1.000 J7 0,7 - (2.00,2.49,2.98) (3.21,3.71,4.22)
03, (1.26,2.01,2.76) | (2.24,2.82,3.31) -
015 - (2.23,2.90,3.57) (5.66,6.50,7.33)
0.636 s [ (2.37,2.95,3.43) - (0.28,1.05,1.83)
[ (2.49,3.00,3.41) | (0.57,1.00,1.43) (1.45,1.90,2.46)
019 - (5.20,5.92,6.35) (5.04,5.56,6.20)
0.182 s 09 (1.34,2.00,2.65) - (3.28,3.82,4.57)
[ - (2.86,2.94,3.02) -
0110 (7.51,8.09,8.50) - (11.0,11.6,12.1)
0273 J10 010 (3.13,3.88,4.32) | (2.32,2.83,3.35) (2.14,2.98,3.73)
Osg10 - (3.68,4.20,4.52) (4.80,5.40, 6.00)
0111 (4.80,7.43,6.20) | (10.2,10.7,11.3) (3.90, 4.44,5.00)
0.001 Ju 0g11 | (2.22,2.82,3.31) | (1.51,2.00,2.68) (5.10,5.46, 6.10)
0,14 - (5.55,6.09,6.73) -

190




Poglavlje 6

DOKTORSKA DISERTACIJA

0112 | (1.09,1.59,2.99) | (3.01,3.78,4.25) -
0,1, | (3.00,3.49,4.50) | (4.71,5.50,6.29) (3.21,3.77,4.22)
0.091 1z
0912 | (3.95,4.33,5.00) | (3.21,3.70,4.19) (6.19,6.70,7.11)

Na slici 6.16 prikazan je optimalan raspored poslova na setu masina u sekvetnom obliku

kao 1 ukupno fazi vreme obrade svakog posla pojedinacno na maSinama kao izlazni parametar

optimizacije. Ukupna vrednost funkcije cilja iznosti Cft,,,, = (111.15,132.80, 145.78)

minuta. Za dobijeni trougaoni fazi broj, izvrSena je defazifikacija koriS¢enjem centroidne

metode. Defazifikovana vrednost funkcije cilja (primenom metode ,,centara tezine*) iznosi

Cftmax =129.91 minuta i predstavlja vrednost ukupnog fazi vremena izvrSavanja poslova na

masinama.

Cftmex = (11112, 132,80, 145.78) = 129.91
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Slika 6.16 Graficki prikaz optimalanog raspored poslova fazi FFJSP. modela
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6.1.5 Diskusija dobijenih rezultata

Dobijeni rezultati primenom deterministickog, stohastickog, konvolucionog i1 fazi
modela sa pravilima prioritetne odluke zasnovanih na fazi MCDM pristupu prikazuju da sve
cetiri metodologije uspesno resavaju realni problem planiranja i rasporedivanja resursa. S
obzirom na to da su sve Cetiri metodologije dale zanacajno bolje rezultate u odnosu na nacin
poslovanja kompanije pre njihove primene (komparacija ¢e biti detaljno objasnjena u tekstu
koji sledi), moze se zakljuciti da se optimizacijom procesa planiranja i rasporedivanja resursa
u kompaniji mogu ostvariti znacajne ustede.

Koris¢enjem fazi MCDM pristupa, eliminisana je subjektivnost u odredivanju
prioriteta poslova, ¢ime se obezbeduje doslednost i pouzdanost u procesu donosenja odluka.
Efikasan proizvodni proces kljuan je za uspeh svakog preduzeca, posebno u industriji
namestaja gde je potrebno efikasno upravljati proizvodnjom razli¢itim vrstama proizvoda.

Studija sluc¢aja u prvom koraku pocinje sa analizom proizvodnog procesa, gde se
uocava nedostatak postojeéeg sistema planiranja. Planiranje i rasporedivanje poslova
oslanjalo se na iskustvo srednjeg menadzmenta i Sefa proizvodnje. Integracija fleksibilnog
modela sa pravilima prioriteta poslova primenom fazi MCDM metoda, kombinuje
deterministicku, stohasticku, vremena obrade modelirana normalnom raspodelom i fazi
vremena obrade poslova pri optimizaciji procesa proizvodnje primenom GA. U nastavku na

slici 6.17 predstavljena je graficka analiza dobijenih rezultata za sve kori§¢ene modele.
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Slika 6.17 Graficki prikaz uporedne analize primenjenih modela

Analiza rezultata dobijenih primenom cetiri razli¢ita pristupa u optimizaciji

proizvodnih resursa: deterministickog, stohastickog, stohasti¢kog sa primenom metode

192



Poglavlje 6 DOKTORSKA DISERTACIJA

konvolucije 1 fazi modela ukazuje na znacajno smanjenje vrednosti funkcije cilja u
poredenju sa prethodnim stanjem sistema, gde je ukupno vreme trajanja obrade poslova
iznosilo Ct,,4, =178 minuta.

lako sva cetiri modela doprinose poboljSanju performansi proizvodnog procesa,
njihova metodoloska osnova i pouzdanost ulaznih podataka predstavljaju kljucne faktore
za procenu prakti¢ne primenljivosti svakog od njih.

e U slucaju deterministickog modela ostvarena je vrednost funkcije cilja Ct,q, =
132.543 minuta. Ovaj model karakteriSe metodoloska ogranicenost koja ga Cini
manje pogodnim za modeliranje sloZenih i neizvesnih sistema. Ovakvi modeli ne
uzimaju u obzir slucajnost i varijabilnost, pa uvek daju isti rezultat za iste ulazne
podatke. Ovo mozZe biti problem u realnim uslovima kakvi su proizvodni procesi, gde
su podaci ¢esto nepotpuni, netacni ili podlozni promenama. Takode, zahtevaju ta¢ne
ulaze 1 teSko se prilagodavaju promenama u okruzenju. Zbog svega toga,
deterministicki modeli mogu dovesti do pogreSnih zaklju¢aka, te se ne mogu

smatrati pouzdanim alatom za donosenje odluka u realnim uslovima.

o Stohasticki model zasnovan je na preciznim eksperimentalnim podacima, statisticki
obradenim, sa jasno definisanim ocekivanim vrednostima 1 standardnim
devijacijama. Ovakvi modeli imaju brojne prednosti kada je u pitanju modeliranje
realnih 1 neizvesnih sistema. Za razliku od deterministi¢kih, oni uvazavaju slucajnost
1 varijabilnost, pa mogu prikazati viSe mogucih ishoda. Mogu raditi i sa nepotpunim
ili procenjenim podacima, jer racunaju s verovatnoama. Primenom modela sa
unapred zadatim nivoom poverenja a = 0.95 dobijena je vrednost funkcije cilja
stohCtpq = 129.590. Ova vrednost je znacajno manja u odnosu na vrednost
dobijenu primenom deterministickog modela. Sam model se moze klasifikovati kao
metodoloski pouzdaniji, narocito za potrebe donoSenja odluka zasnovanih na realnim

1 merljivim podacima.

o Stohasticki model zasnovan na diskretnoj konvoluciji koristi direktne parametre
normalne raspodele, definisane u obliku N(u, o), kako bi definisao vremena obrade
poslova na maSinama u uslovima neizvesnosti. Sabiranjem viSe pojedinacnih
normalnih raspodela primenom diskretnog operatora konvolucije dobija se vrednost
funkcije cilja u obliku normalne rasodele, koja omogucava preciznije 1 stabilnije
procene ukupnog vremena obrade poslova na masSinama i vrednosti ciljne funkcije.

Na osnovu sprovedene analize, izraCunata vrednost ciljne funkcije iznosi Ckt,,g, =
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N(128.976,3.33). Za navedene vrednosti parametara normalne raspodele i interval
poverenja od 99% raspon vrednosti funkcije cilja bio bi od 120.393 do 137.559
minuta.

e Fazi modeli zbog svoje sposobnosti modeliranja nepreciznih, nejasnih ili tesko
kvantifikovanih ulaznih podataka, u ovom sluc¢aju vremena obrade poslova na
masinama, imaju znacajne prednosti u realnim prozvodnim procesima. Primena
trougaonih fazi brojeva za predstavljanje ulaznih parametara omogucava fleksibilno
modeliranje neizvesnosti i primenu relativno jednostavne aritmetike. U slucaju
primene fazi modela dobijene vrednosti funkcije cilja Cft,ax
(111.15,132.8,145.78), kao i defazifikovana vrednost funkcije cilja
Cftmax =129.91, ukazuju na moguénost postizanja visokog nivoa efikasnosti uz

istovremeno ocuvanje metodoloSke fleksibilnosti.

Na osnovu dobijenih rezultata moze se izvesti generalni zakljucak da
deterministicki model, nije pogodan za primenu u sloZenim proizvodnim sistemima zbog
svoje ograni¢ene sposobnosti sagledavanja realnih uslova rada. Stohasticki modeli 1 fazi
model mogu se smatrati metodoloski opravdanijim reSenjima za optimizaciju proizvodnih
resursa u realnim uslovima rada. Stohasticki model zasnovan na diskretnoj konvoluciji i
fazi model predstavljaju najpouzdaniji pristup za planiranje i rasporedivanje proizvodnih
resursa u uslovima neizvesnosti.

U poredenju sa deterministickim modelom, kao i klasi¢nim stohasti¢ckim pristupom,
konvolucijski model omogucava precizniju i stabilniju procenu ciljne funkcije. Fazi model
se preporucuje kao alternativno resenje u situacijama kada precizni statisticki podaci nisu
dostupni, odnosno kada dominira subjektivna procena u pogledu ulaznih parametara.
Zahvaljujuéi sposobnosti da neizvesnot modelira u formi trougaonih fazi brojeva, ovaj
pristup omogucava fleksibilno i prakticno modeliranje realnih proizvodnih scenarija,

posebno u fazama planiranja kada je dostupnost podataka ogranicena.

Konkretno, predstavljena studija slucaja je pokazala da se primenom statistickih
alata i metoda veStaCke inteligencije ukupno vreme obrade poslova na masSinama moZze
smanjiti za viSe od 20%. Na slici 6.18 dat je grafic¢ki prikaz vremena obrade poslova na
masinama (za pojedinacne poslove) pre primene savremenih alata modeliranja 1
optimizacije (prethodno stanje), kao i nakon primene ovih alata u okviru klasi¢nog

stohastickog modela (stanje nakon optimizacije).
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Slika 6.18 Graficki prikaz prethodnog stanja i stanja nakon optimizacije

6.2 RAZVOJ SOFTVERSKE APLIKACIJE ZA PLANIRANJE 1
RASPOREDIVANJE RESURSA NA OSNOVU RAZVIJENIH MODELA

U ovom delu poglavlja doktorske disertacije predstavljena je softverska realizacija
razvijenih modela planiranja i rasporedivanja poslova. Kako je ranije zakljuc¢eno, jedan od
kljuénih izazova pri implementaciji novih, nau¢no zasnovanih modela, u proizvodni proces,
jeste nedostatak stru¢nog znanja i nedovoljna razvijenost MSP u kontekstu primene
savremenih metoda 1 algoritama veStacke inteligencije. Kako bi se ostvarila efikasna
primena ovih modela potrebna je dodatna obuka i1 tehnicka podrSka. Jedan od nacina
primene jeste razvoj softverske aplikacije koja omogucéava njihovu primenu u realnim
proizvodnim uslovima i pojednostavljuje proces optimizacije. Takva softverska aplikacija
bi znacajno olakSala proces planiranja poslova u proizvodnji. Na osnovu razvijenih modela
planiranja 1 rasporedivanja resursa (poglavlje 5) razvijena je softverska aplikacija pod
nazivom ,,Al Productivity’’.

Cilj aplikacije je unapredenje procesa planiranja u MSP koriS¢enjem naprednih alata
vestacke inteligencije 1 algoritama optimizacije. Ova integracija omogucava efikasnije
planiranje proizvodnje, smanjuju¢i zastoje 1 povecavaju¢i produktivnost. Iako
optimizacioni modeli, kao $to je F/SP. model i drugi, pruZzaju mocan racunarski alat za
reSavanje sloZenih problema u proizvodnim procesima, njihova prakti¢na primena u
realnim okruZenjima cCesto zahteva pristupacne i1 efikasne softverske alate. Razvoj
softverske aplikacije omogucava da se sloZeni algoritmi i matematicki modeli pretoce u

intuitivne, korisnic¢ki pristupacne interfejse koji omogucéavaju menadzerima i planerima
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proizvodnje da lako unose podatke, pokrecu optimizacione procese i analiziraju rezultate
bez potrebe za dubokim tehnickim znanjem. Ova aplikacija ne samo da pojednostavljuje
koris¢enje optimizacionih modela, ve¢ i poboljSava brzinu i preciznost donoSenja odluka u
proizvodnim okruzenjima, §to rezultira povecanjem efikasnosti i produktivnosti. Razvijena
aplikacija omogucava korisnicima, poput menadzera proizvodnje i planera, da efikasno
planiraju proizvodne procese. Klju¢ne funkcionalnosti aplikacije ukljucuju unos podataka
o proizvodnji, pokretanje algoritama optimizacije i prikaz optimizovanih rasporeda.
Korisni¢ki interfejs je dizajniran da bude intuitivan i jednostavan za kori$¢enje,

omogucavajuci brz i efikasan rad Sto se i moze videti na slici 6.19.
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Slika 6.19 Korisnicki interfejs softverske aplikacije

Aplikacija je razvijena koriste¢i modernu arhitekturu koja se sastoji od grafickog
interfejsa (eng. Frontend) i optimizacionih algoritama (eng. Backend). Algoritam je
razvijen u softverskom paketu Matlab, a kasnije zbog lakoce rukovanje preveden u C#.
Graficki interfejs je izraden koristeci (eng. TypeScript) i (eng. React Vite framework), Sto
omogucava dinamican i jednostavan korisnicki interfejs. Matemati¢ki modeli za planiranje
i rasporedivanje resursa, opisani u petom poglavlju, razvijeni su u (eng. NET framework).

Podaci se ¢uvaju i skladiste u (eng. SOL Server) bazi podataka, omogucavajuci brzi pristup
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1 manipulaciju podacima. Aplikacija omogucava korisnicima da unesu podatke o resursima
1 zadacima, nakon Cega algoritmi generiSu optimalne proizvodne rasporede.

Na slici 6.20 Sematski je prikazana softverska aplikacija i njena povezanost sa
ostalim komponentama proizvodnog sistema. Prikaz je kreiran na primeru kompanije ,,DN

Company* iz Vladi¢inog Hana.
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Slika 6.20 Graficki prikaz implementacije softverske aplikacije u preduze¢u (DN Company)

Proces zapocinje unosom ulaznih podataka od strane korisnika u okviru preduzeca.
Ulazni podaci ukljuc¢uju informacije o vrstama proizvoda koji se proizvode. Nakon unosa,
ovi podaci se putem interneta Salju u optimizacioni softver koji se nalazi u web-aplikaciji.
U slede¢em koraku, aplikacija sprovodi optimizaciju kompletnog proizvodnog procesa na
osnovu unetih parametara, primenjuju¢i optimizacione algoritme kako bi izraCunala
najefikasniji sekventni raspored poslova 1 maksimalno iskoristila dostupne resurse. Kada
se dobije optimalan raspored, on se automatski vizualizuje 1 dostavlja natrag korisniku u
preduzecu, koji ga dalje koristi za operativno upravljanje proizvodnjom. Plan zatim ulazi u
informacioni sistem preduzeca, koji ga distribuira do proizvodnog pogona, tacnije do
radnih mesta 1 masina. U proizvodnoj hali, oznacenoj velikim slovom B, radnici i operateri

koriste terminale kako bi u realnom vremenu unosili podatke o statusu aktivnosti
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ukljucujuéi pocetak 1 kraj obrade svake operacije na konkretnoj masini. Ovi terminali
omogucavaju i unos ekspertskih sugestija koje dolaze sa terena, Sto dodatno doprinosi
adaptivnosti sistema. Sve prikupljene informacije automatski se vracaju nazad u
informacioni sistem, koji po potrebi azurira i koriguje plan u skladu sa realnim stanjem na
terenu. Na taj nacin se ostvaruje dinamicka i zatvorena povratna sprega izmedu planiranja,
izvrSenja 1 kontrole, ¢ime se obezbeduje visok stepen efikasnosti, fleksibilnosti i
transparentnosti proizvodnog procesa. KoriS¢enjem naprednih modela optimizacije
zasnovanih na vestackoj inteligenciji, razvijeno je reSenje koje ne samo da odrazava
paradigmu industrije 5.0, ve¢ i demonstrira njenu primenjivost u konkretnim uslovima
proizvodnog procesa.

Dalji razvoj i integracija modela za planiranje i rasporedivanje resusa i softverske
aplikacije ¢e ukljucivati dodatne funkcionalnosti i poboljsanja kako bi se dodatno podrzali
korisnici u donoSenju odluka. Treba napomenuti da opisana aplikacija je jo§ uvek u domenu
razvoja, ideje 1 predstavlja jedan od buducih pravaca istrazivanja i komercijalizacije
razvijenih modela Cija je osnovna uloga planiranje i rasporedivanje resursa u MSP u
uslovima neizvesnosti dogadaja. Primarni cilj razvijenih modela planiranja jeste
unapredenje procesa proizvodnje a samim tim i produktivnosti proizvodnog procesa kroz
minimizaciju vremena obrade, $to direktno doprinosi znacajnim vremenskim usStedama i

operativnim benefitima.
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Poglavlje

ZAKLJUCNA RAZMATRANJA 1 BUDUCI PRAVCI ISTRAZIVANJA

Ubrzani rast privrede donosi sa sobom razvoj novih tehnologija, koje postaju
neizostavan deo poslovanja kako bi preduzeca mogla efikasno da odgovore na izazove trzista.
Mala 1 srednja preduzeca danas se suocavaju sa specificnim izazovima, od potrebe za brzim
prilagodavanjem zahtevima trzista i tehnoloSkim inovacijama, do potrebe za efikasnim
upravljanjem resursima. Tehnoloski napredak, posebno u oblasti vestacke inteligencije, nudi
potencijal za optimizaciju poslovnih procesa i smanjenje troSkova, §to je klju¢no za povecanje
konkurentnosti u sve sloZenijem poslovnom okruzenju. Implementacija naprednih tehnologija
baziranih na alatima veStacke inteligencije predstavlja veliki izazov za MSP, ali i znacajnu
priliku za unapredenje poslovanja. SloZenost proizvodnih sistema, kao i upravljanje razli¢itim
resursima 1 aktivnostima, zahteva ozbiljan pristup 1 strategiju kako bi se optimizovali
proizvodni procesi 1 povecala produktivnost. Bez adekvatne tehnologije 1 nau¢nih metoda,
preduzeca rizikuju da kasne za konkurencijom koja uspesno integriSe ove napredne sisteme.

Osnovni cilj istrazivanja u ovoj doktorskoj disertaciji jeste smanjenje proizvodnih
troSkova MSP, uz paralelno povecanje efikasnosti 1 produktivnosti proizvonih procesa. U tom

kontekstu, primena alata u vidu naprednih optimizacionih modela moZze doneti revoluciju u
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nacinu na koji MSP funkcioni$u. Medutim, upravljanje slozenim proizvodnim sistemima, gde
se paralelno mora kordinisati sa vise razliCitih resursa, zahteva strateski pristup. Optimizacija
procesa postaje kljucni faktor u odrzavanju konkurentske prednosti. Uvodenje novih
tehnologija nije samo tehnicki izazov ve¢ i organizacioni. Preduze¢a moraju da uhvate trend i
biraju izmedu tradicionalnih metoda upravljanja i modernih pristupa zasnovanih na podacima
1 veStackoj inteligenciji. Anketna istrazivanja pokazuju da u Republici Srbiji implementacija
naprednih metoda jos uvek nije Siroko zastupljena u MSP, §to otezava proces transformacije
ka efikasnijim modelima poslovanja. Razlozi za to su nedostatak kvalifikovane radne snage,
ali 1 nedostatak zelje za prilagodavanje aktuelnim trziSnim trendovima. Efikasno planiranje
aktivnosti i raspodela zadataka klju¢ne su komponente upravljanja proizvodnjom, koje
direktno uti¢u na konkurentnost i uspesnost proizvodnih operacija. Danas, ve¢ina MSP koristi
tradicionalne metode zasnovane na iskustvu radnika ili srednjeg menadzmenta, Sto Cesto
dovodi do propusta u planiranju i neefikasnosti u proizvodnom procesu. Ovakav pristup ima
ozbiljne nedostatke jer ne omogucava sveobuhvatan pregled i analizu, §to je neophodno u

savremenom poslovnom okruzenju.

7.1 PREGLED OSTVARENIH REZULTATA

U istrazivanjima sprovedenim u ovoj doktorskoj disertaciji jasno je pokazano da
implementacija naprednih tehnologija baziranih na alatima veStacke inteligencije donosi
znacajne benefite. PoboljSanja u proizvodnim procesima, kao $to su smanjenje vremena
obrade, ostvarena su zahvaljuju¢i koriS¢enju optimizacionih modela. MSP koja bi usvojila
pristup planiranju i1 rasporedivanju resursa na bazi modela razvijenih u ovoj doktorskoj
disertaciji, mogla bi da ostvare prosec¢na poboljSanja efikasnosti od 15% do 25% (Stankovic¢ i
sar., 2020), (Stankovi¢ 1 sar., 2022), (Stankovi¢ 1 Petrovi¢, 2025), (Stankovi¢ 1 sar., 2025).
Kontinualna primena razvijenih modela moze dovesti do jo§ vecih benefita na mesecnom ili
godi$njem nivou, Sto ukazuje na ogroman potencijal za dugorocno koris¢enje. Ovo vodi ka
sveukupnom poboljsanju produktivnosti i omoguéava preduzeé¢ima da brzo reaguju na
promene u potraznji. Prilagodavanje u realnom vremenu postaje standard u dinami¢nim
proizvodnim okruzenjima, ¢ime se ostvaruju znacajni dobici u pogledu efikasnosti. Razvijeni
modeli u ovoj doktorskoj disertaciji pruzaju i moguénost preciznijeg predvidanja, Sto
omogucava proaktivno donoSenje odluka i smanjuje rizik od zastoja u proizvodnji.

Verifikacija razvijenih modela u poglavlju 6, sprovedena je na primeru firme koje se
bave proizvodnjom razlicitih vrsta namestaja na jugu Srbije (,,DN Company*). Studija slucaja

u firmi za proizvodnju namestaja obuhvata primenu modela masinskog u¢enja u kombinaciji
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sa fleksibilnim modelima (FJSP., SFJSP., FF]SP.), §to predstavlja novi pristup u oblasti
planiranja i rasporedivanja resusa. U tom kontekstu, WNN model se koriste za modeliranje
sloZzenih odnosa izmedu ulaza (kao $to su parametri optimizacije GA) 1 ciljnih promenljivih
(kao sto je funkcija cilja Ctp, gy, SEORCtpmax, Cftmax)- Dobijeni rezultati i performanse WNN
modela na osnovu posmatranih metrika pokazuju visok procenat pouzdanosti koriS¢enog
modela. Procenat tacnosti predvidanja vrednosti funkcije cilja kori§¢enjem ovog modela je cak
91%. Razvijeni model detaljno je predstavljen u autorskom radu (Stankovi¢ i sar., 2025).

Model fleksibilnog planiranja i rasporedivanja resusa sa pravilima prioriteta
kombinuje razli¢ite fazi MCDM metode kako bi se pravila prioriteta poslova rangirala
nau¢nim metodama a ne na osnovu iskustva radnika u proizvodnji. U sprovedenoj studiji
sluc¢aja u poglavlju 6 koris¢ene su fazi AHP i fazi FUCOM metode za odredivanje tezina
kriterijuma na osnovu ocena eksperata, dok je za rangiranje anternativa (poslova) i
odredeivanje prioriteta koriS¢ena fazi WASPAS metoda. Dobijeni rezultati prikazuju
uspesnost predlozene metodologije i isti€u konkretne koristi koje preduzeée moze ostvariti
primenom ovog pristupa u optimizaciji proizvodnog procesa. Konkretno, predstavljena
studija slucaja je pokazala da se primenom opisane metodologije mogu ostvariti ustede u
ukupnom vremenu zavrSetka obrade svih poslova u proseku za 23%, dajuci prednost
proizvodima sa prioritetom. Konkretna verifikacija i detaljna primena modela u relnom
proizvodnom procesu predstavljena je u autorskom radu (Stankovi¢ 1 Petrovi¢, 2025).

Naredni znacajan dobrinos u ovoj doktorskoj disertaciji odnosi se na razvoj ANFIS
sistema za predlaganje metaheuristickog algoritma koji daje najbolje rezultate. Sistemski
ulazi su dve karakteristike posla, odnosno broj poslova i broj ma$ina, dok je jedan izlaz
predloZeni algoritam optimizacije (ABC, PSO ili GA). Za svaku kombinaciju optimizacionih
parametara, jedan metod optimizacije je oznacen kao preferiran na osnovu dobijenih rezultata
u pogledu vremena potrebnog za optimizaciju i stabilnosti rezultata - vrednosti funkcije cilja.
Nakon odabira optimalnog algoritma pristupa se procesu optimizacije. Primenom opisanog
modela u sprovedenoj studiji slucaja dobijeno je da je ukupna vrednost funkcije cilja pre
optimizacije iznosila je Ct,q, = 117 minuta, dok ukupna vrednost funkcije cilja nakon
optimizacije iznosi Ct,,,, = 100 minuta. Na ovaj nacin produktivnost proizvodnje se moze
povecati za 14,5%, $to opravdava primenu ANFIS sistema i izbor GA za dalju optimizaciju.
Razvijeni model detaljno je predstavljen u autorskom radu (Stankovi¢ 1 sar., 2022).

Na osnovu dobijenih rezultata moze se zakljuciti da stohasticki i1 fazi modeli

predstavljaju metodoloski relevantne pristupe za modeliranje uslova neizvesnosti. Stohasticki
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model omogucava kvantitativnu analizu rizika kroz statisticku obradu podataka, pri ¢emu se
vremena obrade poslova na masinama modeliraju kori§¢enjem raspodele sa jasno definisanim
parametrima ocekivane vrednosti i standardne devijacije. Ovakav pristup obezbeduje
objektivnu procenu perioda neizvesnosti i omoguéava donosenje odluka zasnovanih na
merljivim 1 statisticki pouzdanim informacijama. Fazi model se koristi u okolnostima u
kojima nije moguce obezbediti tatne numericke vrednosti ulaznih podataka, ve¢ se oni
opisuju aproksimativno. Primena ovih modela omoguéila je dublje razumevanje uticaja
neizvesnosti na efikasnost proizvodnog sistema, kao i pouzdaniju procenu vrednosti ciljne
funkcije u poredenju sa deterministickim pristupima.

Ostvareni rezultati istrazivanja direktno podrzavaju postavljene pocetne hipoteze i u
potpunosti korespondiraju sa oc¢ekivanim nau¢nim i prakticnim doprinosima. U okviru
doktorske disertacije realizovani su sledeci rezultati:

o Identifikovani su najznacajniji izazovi sa kojima se MSP suocavaju u procesu
upravljanja resursima, sa posebnim fokusom na ogranicene kapacitete, promene
u potraznji i nedostatak naprednih alata za podrSku odludivanju. U prvom
poglavlju doktorske disertacije sprovedeno je anketno istrazivanje sa ciljem analize
izazova sa kojima se suoCavaju MSP. Rezultati istrazivanja, predstavljeni u poglavlju
1.1, ukazuju na to da vecina preduzeca i dalje koristi tradicionalne metode za planiranje
1 rasporedivanje resursa, dok savremeni ERP sistemi, karakteristicni za velike
kompanije, nisu $iroko zastupljeni usled ograni¢enih finansijskih moguénosti. Cak
62% ispitanih preduzeca oslanja se na tradicionalno planiranje resursa, dok je upotreba
naprednih softvera zabelezena kod svega 5% preduzeca i to uglavnom u veéim
kompanijama, dok ostalih 33% koriste raCunarske tehnologije, ali se njihova primena
odnosi na jednostavne alate poput Excel-a i drugih... Kao glavni razlozi za to navode
se ogranicene finansijske moguénosti i nedovoljno ljudskih resursa u delu srednjeg
menadZmenta koji bi se bavio navedenim problemima. U cilju prevazilazenja
identifikovanih izazova, razvijen je odredeni broj modela, zasnovanih na naprednim
alatima vestaCke inteligencije 1 verovatnofe 1 statistike, u cilju povecanja
produktivnosti i konkurentnosti preduzeca na trzistu (poglavlje 5). Razvijeni modeli
su tako koncepirani da budu prihvatljivi potrebama i finansijskim moguénostima MSP.
Posebno je znacCajno da je svih 100% ispitanika iskazalo spremnost za primenu
naprednih metoda, pod uslovom da bi njihova efikasnost dovela do unapredenja

proizvodnog procesa.
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e Sprovedena je kriticka analiza dostupne literature u posmatranoj oblasti, ¢ime
je identifikovana oblast istrazivanja i definisani su istrazivacki pravci u Sirem
kontekstu planiranja i rasporedivanja resusa. U drugom poglavlju doktorske
disertacije, na osnovu analize dostupne literature, identifikovana je potencijalna
oblast istrazivanja i izdvojeno je pet istrazivackih pravaca kao osnova za dalji tok
istrazivanja (poglavlje 2). Cilj ovog poglavlja nije samo da pruzi sveobuhvatan uvid
u dosadasnja saznanja, ve¢ i da kreira osnovu za razvoj inovativnih metodoloskih
pristupa u razmatranoj oblasti.

e Formulisan je novi nau¢ni pristup koji ukljucuje integraciju alata veStacke
inteligencije i teorije verovatnoce, sa konkretnim predlozima za postizanje
optimalnih rezultata i unapredenje postoje¢ih nau¢nih metoda. Pregledom
relevantne literature utvrdeno je da su dosadasnja istrazivanja u velikoj meri
zasnovana na deterministickim modelima, dok primena savremenih alata vestacke
inteligencije predstavlja potencijal za razvoj novih modela koji bi bili prilagodeni
potrebama i moguénostima MSP i koji bi uspe$sno resavali probleme realnih
proizvodnih okruzenja u uslovima neizvesnosti. U skladu s tim, u ¢etvrtom poglavlju
doktorske disertacije predstavljen je novi, nau¢no utemeljen pristup u oblasti
planiranja 1 rasporedivanja resursa. U okviru ovog poglavlja analizirane su metode
koje ¢ine osnovu za izgradnju optimizacionih modela razradenih u narednim
delovima disertacije. Istrazivanje je fokusirano na klasifikaciju razlicitih
optimizacionih pristupa i njihovu specifiécnu primenu u kontekstu planiranja i
rasporedivanja resursa u proizvodnim sistemima. Poseban akcenat dat je metodama
koje omogucavaju modeliranje neizvesnosti u ovim procesima, kroz primenu alata
vestacke inteligencije, teorije verovatnoce i teorije fazi skupova.

o Razvijeni su modeli za optimizaciju procesa planiranja i rasporedivanja resursa
u uslovima neizvesnosti, primenom alata veStaCke inteligencije i teorije
verovatnoce (poglavlje 5). Unapredene su postojece optimizacione metode za rad
sa slu¢ajnim veli¢inama i fazi brojevima, ¢ime je povecana tacnost, fleksibilnost i
primenljivost modela u realnim uslovima. Rezultati optimizacije predstavljeni u
petom i Sestom poglavlju doktorske disertacije ukazuju na to da razvijeni modeli,
zasnovani na primeni nau¢nih metoda, znacajno unapreduju postojee pristupe
planiranja 1 rasporedivanja resursa. Implementacijom ovih modela povecava se
sigurnost 1 stabilnost proizvodnih procesa, S§to direktno doprinosi ostvarivanju

znacajnih uSteda i generisanju konkretnih benefita za preduzece.
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o Razvijen je ANFIS sistem koji omogucava izbor optimalnog optimizacionog
algoritma u skladu sa karakteristikama konkretnog problema. U petom poglavlju
doktorske disertacije detaljno je predstavljen ANFIS sistem, koji znacajno doprinosi
optimalnom izboru odgovaraju¢e metode u cilju postizanja boljih rezultata u
preduzecu. Primarni cilj ANFIS sistema jeste selekcija najbolje metode u odnosu na
konkretan tip problema, ¢ime se omogucéava postizanje optimalnih rezultata.

o Razvijena je metodologija za definisanje prioriteta poslova na osnovu zahteva
proizvodnje, ¢ime je omogucéeno efikasnije upravljanje proizvodnim i logistickim
procesima. U petom 1 Sestom poglavlju potvrdena je uspeSnost predlozene
metodologije zasnovane na MCDM pristupu, €iji je cilj odredivanje prioriteta poslova
radi pravovremenog izvrSenja i unapredenja postojeceg sistema koji se prethodno
oslanjao na iskustvo radnika. Ovaj novi sistem odlu¢ivanja pokazao je znacajne
prednosti, ukljucujuci bolju organizaciju proizvodnog procesa i ostvarenje konkretnih
benefita za preduzece.

e Sprovedena je analiza senzitivnosti i ocena robustnosti razvijenog modela kroz
ispitivanje uticaja ulaznih parametara na kvalitet dobijenih rezultata. U petom
poglavlju doktorske disertacije sprovedena je analiza uticaja ulaznih optimizacionih
parametara na krajnju funkciju cilja. PredloZena metodologija zasniva se na primeni
modela maSinskog ucenja sa ciljem optimalnog izbora ulaznih parametara, kako bi se
postigla optimalna reSenja kori§¢enjem odgovaraju¢eg optimizacionog algoritma. Na
taj nacin, osim predikcije vrednosti ulaznih parametara, omogucena je i predikcija
izlazne funkcije, koja direktno zavisi od ulaznih vrednosti u procesu optimizacije.
Prednost ovakvog pristupa ogleda se u obezbedivanju vece stabilnosti algoritma i
postizanju optimalnih reSenja. Kako bi se potvrdila pouzdanost i stabilnost algoritma
u procesu optimizacije modela fleksibilnog planiranja 1 rasporedivanja poslova,
sprovedena je i1 dodatna analiza izbora ulaznih parametara primenom statisticke
metode ANOVA.

o Verifikacija razvijenih modela izvrSena je kroz realnu studiju slu¢aja planiranja
i rasporedivanja resursa u kompaniji ,,DN Company* koja se bavi proizvodnjom
namestaja. U poglavlju 6 izvrSeno je poredenje ceiri razvijena modela
(deterministickog, klasi¢nog stohastickog — zasnovanog na 95% intervalu poverenja,
stohastickog modela sa primenom metode konvolucije 1 fazi modela) na realnim
podacima poslovanja kompanije ,,DN Company* iz Vladi¢inog Hana. Rezultati su

pokazali da sva Cetiri modela uspesno reSavaju postavljeni zadatak, a da se posebno
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izdvajaju stohasticki model zasnovan na diskretnoj konvoluciji i fazi model kao
najpouzdaniji alati za planiranje 1 optimizaciju raspodele proizvodnih resursa u
uslovima izrazene neizvesnosti. U poredenju sa deterministickim modelima, kao i sa
konvencionalnim stohastickim pristupima, konvolucijski model omogucava precizniju
1 stabilniju procenu vrednosti ciljne funkcije. Fazi model se preporucuje kao
odgovarajuca alternativna metoda u sluc¢ajevima kada precizni statisti¢ki podaci nisu
dostupni, odnosno kada su ulazni parametri definisani pretezno na osnovu subjektivne
procene.

Naucna saznanja do kojih se doslo realizacijom planiranih istrazivanja omogucéavaju
jednostavnu modifikaciju i prilagodavanje razvijenog modela za primenu i u drugim oblastima
planiranja logistickih sistema.

Prakti¢an rezultat doktorske disertacije, koji ima jasnu industrijsku primenu,
predstavlja razvijena softverska aplikacija, koja ima za cilj direktnu prakti¢nu primenu
razvijenih modela u svakodnevnom poslovanju MSP. Aplikacija pruza podrsku u procesu
planiranja i rasporedivanja resursa, izboru optimalnih strategija u uslovima neizvesnosti, kao
i u definisanju prioriteta poslovnih aktivnosti. Na ovaj nac¢in potvrdeno je da istraZivanja u
okviru doktorske disertacije imaju 1 Siri znacaj, jer razvijeni alati i modeli, uz minimalnu
modifikaciju, mogu pruZziti konkretnu i neposrednu podrsku MSP u reSavanju razli¢itih
svakodnevnih logisti¢kih zadataka. Time se doprinosi unapredenju njihove operativne
efikasnosti, racionalnijem koriS¢enju resursa 1 jacanju njihove konkurentnosti na trzistu.
Razvijena softverska aplikacija 1ima za cilj unapredenje procesa planiranja u MSP
koriS¢enjem naprednih rac¢unarskih modela i algoritama optimizacije. Ova integracija
omogucava efikasnije planiranje proizvodnje Cime se smanjuju zastoji 1 povecava
produktivnost proizvodnje. Razvijena aplikacija omogucava korisnicima, poput menadzera
proizvodnje 1 planera, da efikasno planiraju proizvodni proces bez zahtevanja naprednog

tehni¢kog znanja iz istraZivane oblasti.

7.2 PRAVCI BUDUCIH ISTRAZIVANJA

Nakon uspesne prakti¢ne primene 1 verifikacije razvijenih modela, otvara se prostor

za dalje unapredenje i proSirenje postojecih reSenja. Kao prirodan nastavak istrazivanja u

doktorskoj disertaciji, predlazu se slede¢i pravci istrazivanja koji bi mogli dodatno proSiriti 1
obogatiti oblast optimizacije proizvodnih resursa:

e Istrazivanje 1 razvoj modela koji koriste napredne alate dubokog ucenja (eng.

Reinforcement Learning) za optimizaciju proizvodnih resursa u realnom vremenu.
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Razvijanje sistema koji ¢e automatski analizirati optereCenost i stanje masSina te
samostalno optimizovati raspored proizvodnje 1 odrzavanja radi postizanja
maksimalne efikasnosti;

e Razvoj sistema za prediktivno odrzavanje masina, koriste¢i senzore za pracenje
vibracija, temperature i drugih faktora kako bi se predvideli otkazi masina pre nego
Sto se dogode, ¢ime bi se smanjili neocekivani zastoji u proizvodnji. Ovi podaci bi
dalje bili ukljuceni u proces planiraniranja i rasporedivanja resursa;

o Integracija virtualne realnosti u nadgledanje proizvodnih parametara. Razvoj sistema
koji koristi virtuelnu realnost za nadgledanje kljucnih parametara masina, ukljucujuci
rokove za preventivno ili korektivno odrzavanje i prac¢enje optere¢enosti masina, ¢ime
bi se poboljsalo donosenje odluka i smanjili zastoji;

o Razmatranje moguénosti Sirenja razvijenih modela na optimizaciju resursa u okviru
celokupnog lanca snabdevanja, ¢ime bi se omogucila integrisana i efikasnija
optimizacija resursa ne samo unutar preduzeca, ve¢ i kroz celokupan proces od
dobavljaca do krajnjeg korisnika;

o Implementacija senzora i elemenata kompijutereske vizije u proizvodnim linijama za
automatsko prikupljanje detaljnih podataka o svakom proizvodu, ukljucujuéi vrstu
proizvoda, masinu koja se koristi, koli¢inu obradenog materija i vreme potrebno za
obradu svake operacije pojedina¢no. Na ovaj nacin bi se izbegao proces ru¢nog
merenja, kao 1 mogucnost greSaka pri merenju vremana obrade poslova na maSinama.
Ne treba zaboraviti da ulazni podaci su jedan od najbitnjih parametara za proces

optimizacije od kojih zavisi 1 kavlitet 1 pouzdanost dobijenih reSenja.
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Prilog DOKTORSKA DISERTACIJA

PRILOZI

U nastavku doktorske disertacije predstavljeni su prilozi koji prate tok dugogodisnjeg
istrazivanja: Prilog 1: Prikaz istrazivaCke ankete koja je imala za cilj da prikaze ocenu nivoa

primene savremenih alata i nau¢nih metoda u procesu upravljanja resursima.

ISTRAZIVACKA ANKETA

Upravljanje resursa, stepen poznavanja i primene savremenih alata veitatke inteligencije u Republici Srbiji,

Anketa koja je pred Vama predstavija analizu u okviru nauénog istraZivanja i potvrdivanja pocetne hipoteze doktorske disertacije kandidata Aleksandra Stankovica, naziv
teme: Razvoj modela za optimalno planiranje i rasporedjivanje resursa u malim i srednjim preduzedima u uslovima neizvesnosti, IstraZivanja u okviru ankete imaju za cilj da
ukaiu na stepen poznavanja i primene savremenih alata vestacke inteligencije, pre svega optimizacije, fazi logike, modela masinskog ufenja kao i alata teorija verovatnoda.
Anketa je anonimna i rezultati istraZivanja Ce se iskljuéivo koristiti u svrhu istraZivanja i izrade doktorske disertacije. U istraZivackoj anketi uéestvuju svi zaposleni iz dela
srednjeg mendmenta, svi koji su zaduZeni za upravijanje resusima u okviru preduzeda.

Unapred se zahvaljujem na saradnji,
Aleksandar Stankovic, asistent

Katedra za transportnu tehniku i logistiku
Masinski fakultet u Nisu

Section 1
Osnovne informacije o preduzecu:

1. Veli€ina preduzeca (broj zaposlenih):
1-9 {mikrao}
10-49 (malo)
50-249 (srednje)

250+ (veliko)

2. Delatnost preduzeca:
Proizvodnja
Trgovina
Usluge

Crugo

3. Koliko dugo poslujete?
0-5 godina
6-10 godina
11-20 godina

Preko 20 godina
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Planiranje i upravljanje resursima

4. Kako upravljate proizvodnim resursima u vaSem preduzecu?

[ | Tradicionalno (ruéno, na osnovu iskustva)

Koris¢enje softverskin alata (ERP, MRP, Excel)

Koris¢enje optimizacionin modela

Korisdenje alata veitacke inteligencije

Kombinacija metoda

W

Da li koristite softverske alate za planiranje i optimizaciju resursa?

6. Ako da, koje softverske alate koristite? (moguce visestruko biranje)

_| ERP {Enterprise Resource Planning)

MRP (Material Requirements Planning)

Excel ili slicni alati

| specifi¢ni softver za vasu industriju
| aserova

| DELMIA ORTEMS

| oRsOFT

| acumaTica

| oPCENTER

| Druge

Poznavanje i primena vestacke inteligencije (Al)

7. Koliko ste up ti sa konceg veitacke inteligencije u proi Inji?
| Uopéte nisam upoznat
|| Delimiéno upoznat

_| Upoznat, ali ne koristimo

_| Upoznat i koristimo u radu
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(=]

(=]

10.

11.

. Da li koristite vestaéku inteligenciju za optimizaciju resursa u vaSem preduzeéu?

Da, u potpunosti

Delimi¢no

Me, ali planiramo

Me, i nemamo u planu

. Koje alate veitacke inteligencije koristite?

Algoritmi masinskog ufenja (ML)

Meuronske mrefe (ANN)

Fuzzy logika
() Metaneuristicke algoritme

Me koristimo

U kojim oblastima najvige primenjujete Al? (moguce vifestruko biranje)

_] Optimizacija raspodele resursa

Predikcija proizvednih zastaja

Smanjenje proizvodnih troskova

Upravljanje zalihama

Kvalitet proizvoda

Planiranje kapaciteta i zaliha

] Drugo

Da li koristite optimizacione modele u vasem preduzecu i koje metode primenjujete

_] Da, koristimo optimizacione modele sa metaheuristickim metodama

Da, koristimo optimizacione modele, ali ne keristimo metaheuristicke metode

Delimiéno, koristimo optimizacione modele u odredenim delovima procesa

Me koristimo trenutno, ali planiramo uvodenje optimizacionih modela

Me koristimo optimizacione modele i nemamo planove za njihovu implementaciju
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Prepreke i izazovi

12. Koje prepreke sprecavaju implementaciju Al alata u vasem preduzecu? (moguce visestruko biranje)

_| Nedostatak znanja i strucnosti

Visoki trodkovi implementacije

Medovoljna svest o prednostima Al

Medostatak podrike menadimenta

Meadekvatna infrastruktura

Mema triiéne potrebe

| Druge

Perspektiva i planovi

13. Da li planirate da u naredne 1-3 godine implementirate Al alate u proizvodne procese?
O ba

O ne

Mismo sigurni

14. Da li planirate da u naredne 1-3 godine implementirate optimizacione modele u proizvodne procese?

Mismo sigurni

15. Koliko smatrate da bi primena ovih metoda mogla poboljgati poslovanje vaseg preduzeéa?

Me bi imala znacajan utica)

PoboljZala bi poslovanje za 5-10%

PoboljZala bi poslovanje za 10-20%

() Pobol#ala bi poslovanje za preks 20%

16. Koja oblast bi bila najvaZnija za primenu ovih metoda i alata u vaem preduzeéu?

| Upravljanje resursima

Optimizacija trofkova

Unapredenje kvaliteta

Predikcija | sprecavanje zastoja

Crugo
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17. Da li smatrate da bi dodatna edukacija o primeni Al u proizvodnji bila korisna za vas i vaie zaposlene?

18.

19.

20.

2

-

22,

O o

(O Ne

Me znam

Da li smatrate da bi dodatna edukacija o primeni ionih delau

() b

Me znam

Koliko vam je potrebno podrike za implementaciju Al alata i metoda optimizacije?
Potpuna podréka (od edukacije do tehnicke implementacije)
Doveljno je obezbediti obuku i edukaciju

Mije potrebna podrika, sami bismo se snasli

dnji bila korisna za vas i vase zaposlene?

Da li biste koristili softver koji je posebno namenjen MSP, &iji je osnowni cilj povecdanje produktivnosti proizvodnje?

_] D&, odmah bismo implementirali takav softver

D, ali nakon dedatnih analiza i procena

MozZda, u zavisnosti od troskova i koristi

Me, trenutno nemamo potrebu za takvim softverom

Me, nemamo resurse za implementaciju takvog softvera

tim i dobit preduzeéa?

() b
() ne
Kolika je noca da cete L
0 1 2 3 4 5 6

Uopéte nije verovatno

Unapred se zahvaljujem na saradnji,

Aleksandar Stankovic, asistent,

e-mail: aleksandar.stankovic@masfak.ni.acrs
Katedra za transportnu tehniku i logistiku
Masinsski fakultet u Nigu, Univerzitet u Nisu
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Prilog 2: Rezultati istrazivacke ankete:

1. Velicina preduzeca (broj zaposlenih): More details
26% 24%
® 1-9 {mikro) 8
® 10-29 {mala) 10
® 50-249 (srednie) 7
® 250+ {veliko) 9
% 0%
2. Delatnost preduzeca: More details
2% 1
@ Proizvodnja 25
@ Trgovina 7
& Usluge g
60%
@& Drugo 1 %
3. Koliko dugo poslujete? More details
26% o
@ 0-5 godina 10
@ 6-10 godina i1
@ 11-20 godina 4

@ Preko 20 godina 9 2%

’

4, Kako upravijate proizvodnim resursima u vasem preduzefu? Iore details
@ Tradidenalno (rudno, na osnovu iskustva) 14
& Korisdenje softverskih alsta (ERP, MAF, Excel) 11 38%
@ Koriscenje optimizacionih modela 3
@ Koricenje alata veitackes inteligencije 0 o ‘
@ Kombinacija metods ]
m
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5. Da li koristite softwerske alate za planiranje i optimizaciju resursa? More details
8%
@ D= 21
& Me 13
62%
6. Ako da, koje softverske alate koristite? ([moguce vigestruka biranje) More details

@ ERP (Enterprize Resource Planning) &
® MRP [Material Requirements Planning) 4
& Excel ili slicni alati 2z
@ Specifitni softver za watu industriju ]
& ASPROVA a
& DELMIA ORTEMS o
@ ORSOFT a
& ACUMATICA a
& OPCEMTER i
® Drugo E

7. Koliko ste upoznati sa konceptima vestacke inteligencije u proizvodnji?

@& Uopéte nisam upoznat 6
@ Delimiéno upoznat 15
@ Upcenat, ali ne koristime 10
@ Upoznat i koristimo u radu 3

&. Da li koristite westacku inteligenciju za optimizaciju resursa u vasem preduzecu?

& Da, u potpunosti 1
@ Delimitno 6
@ Me 3li planiramo 19
@ Me inermamo u planu 2
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9, Koje alate vestacke inteligencije koristite? More details
15%
@ Algoritmi matinskog uéenja (ML) 5 \
@ Neuronske mrede (ANM) o ".
@ Fuzzy logika 1
® Metsheurizticke algoritme 1
® Ne koristima 26
9%
10. U kojim oblastima najvise primenjujete Al?7 {mogucde visestruko biranje) More details
@ Optimizadia raspodele resursa G ]
@ Predikoija proizvednih zastoja E [ ]
#® Smanjenje proizvodnih troSkova ] ]
#® Upravijanje zaliharna 9 |
# Kualitet proizvoda 7 |
@ Planiranje kapadteta i zaliha 6 ]
® Drugo 15 .|
0 5 10 15
11. Da li koristite optimizacione modele u vasem preduzecu i koje metode primenjujete hdore detzils
6% &%
. Da, kﬂnst!mic_vptlmlzacmne modele sa 2 26% -'
metahsuristickim metodama
. Da, koristimo optimizacione modele, ali ne koristimo 2
metaheuristiCke metode
™ Delimicro, koristimo optimizacione modele u s 24%
odredenim delovima procesa
* Me koristimo trenutno, ali planiramo uvodenje 3
optimizacionih modela
. Me koristimo optimizacione modele | nemamao P
planove za njihovu implementaciju
38%
1Z. Koje prepreke sprecavaju implementaciju Al alata u vasem preduzecu? (mogude visestruko biranje) More details
® Nedostatak znanja i strucnosti 19 |
@ Visoli trofkovi implementadije fi [ ]
# Medovolina svest o prednostima Al 12 |
@ MNedostatak podrike menadimenta 2 ]
@ Neadekvatna infrastruktura 2 [ ]
# MNema triiine potrebe i} ]
& Drugo & |
0 5 10 15 20
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13. Da li planirate da u naredne 1-3 godine implementirate Al alate u proizvodne procese? More details
® Da 19 38%
& MNe 2
56%
& MNismo sigurni 13

14, Da li planirate da u naredne 1-3 godine implementirate optimizacione modele u proizvodne procese? Iors details
& Da 18 439
® Ne 1
55%
& Nismo sigurni 14

15. Koliko smatrate da bi primena ovih metoda mogla poboljsati poslovanje vaseg preduzeca? More details
9%
& Me bi imala znacajan uticaj 3
4%
@ DoboliEala bi poslovanjs z3 5-10% 9 26%
& Pobolifala bi poslovanje za 10-20% -]
# PoboliEala bi poslovanje za preke 20% 14 '
24%
16. Koja oblast bi bila najvaZnija za primenu ovih metoda i alata u vasem preduzecu? More details

4%

& Upravljanje resursima 18 1% - 2T%
& Optimizacija trodkova 18
# Unapredenje bvaliteta 15
& Predikcija i spredavanje zastoja 13
& Drugo 3 22%

2%
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17. Da li smatrate da bi dodatna edukacija o primeni Al u proizvednji bila korisna za vas i vase zaposlene? More details

12%

R

® D= 29
@ Me 1
® Meznam 4
85%
18. Da li smatrate da bi dodatna edukacija o primeni optimizacionih modela u proizvodnji bila korisna za vas i vage zaposl... Mare
details
9%
® D= 30
® MNe 1
& Meznam 3
B&%
18, Koliko vam je potrebno podrike za implementaciju Al alata i metoda optimizacije? Iore details
9%
Potpuna podrika (od edukacije do tehnidke 10
implementadije)
® DCovoljno je obezbediti obuluw i edukaciju 12 35%
56%
@ Mije potrebna podrika, sami bismo se snasli 3
20. Da li biste koristili softver koji je posebno namenjen MSP, iji je osnovni dlj povecanje produktivnosti proizvodnje? Iors details
2%
% —
# Da odmah bismo implementirali takay softwer 11 ' 28%
@ Da, ali nakon dodatnih analiza i procena 13
® Moida u zavisnosti od troskova i korist 11 8%
@ Me trenutno nemamo potrebu za takvim softverom 2
* Me, nemama resurse za implementaciju takvog 2

softvera
33%
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Potpuna podrika (od edukacije do tehnidks

. - 14
implemsntacije)
& Dovolino je obezbediti obuku i edukaciju 12 35%
56%
& HNije potrebna podriks, sami bismo se snaili 3
Z0. Da li biste koristili softver koji je posebno namenjen MSF, ¢iji je osnowvni cilj povecanje produktivnosti proizvodnje? hdore details
8%
% —
# Da odmah bismo implementirali takay softwer 11 ' 28%
#® Da, ali nakon dedatnih analiza i procena 13
& Mozda, u zavisnosti od troskova i korist 11 8%
& Ne, trenutno nemamo potrebu za takvim softverom 2
Me, nemamao resurse za implementaciju takvog
L ] 3
softwera
33%
Z1. Da li biste implementirali softver ako biste znali da ce sa sigurnoicu povecati produktivnost proizvodnog procesa, a sa... More
details
& Da 32
& MNe [4]
100%
22, Kolika je werovatnoca da cete ovakav softver i primenu naprenih tehnika optimizacije preporuditi prijatelju ili kolegi? hdore details
0
Promaoters 13 .\
Pazsives 15 ‘
Detractors 6 -108 2 0 +100

MNPS®
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INPUKA3 HAYYHHUX U CTPYYHUX PATOBA KAHIUJIATA
KOjH cajip:e pe3y/TaTe HCTPAXKHBAILA Y OKBHPY AOKTOPCKe IHcepTalHje
AYTOp-H, HACJOB, YaCONKC, TOANHA, OpPoj BOJYMEeHA, CTPaHULE

Stankovié, A., Petrovié, G., Turudija, R., Markovié, D., & Cojbagi¢, Z. (2025). Hybrid machine learning approach for parallel
machine  scheduling  under uncertainty.  Expert  Systems — with  Applications, 279,  Article  127427.
https://doi.org/10.1016/j.eswa.2025.127427

O6aj pad ucmpaicyje uHmezpayujy Modeid nIaHupaibd APOU3E00me 1 MOOeId MAUIHCKOS VUersd ¥ VeIosuMd RAPAIeIHe
MOBEIAHOCHY MAUIHA U CIOXACMUYKO? 6pesteria oOpade. Hempasicusasbe je nodemeno y mpu (paze: Az 6eiukos ckynd
HOOAMAKA, HPUMEHG PAZTHYHMUX MOJETa MAWMUHCKO? YUerhd, U ORMUAMUIAYIA Y cmoxacmudkum yerosuna. Lwe je pazeoj
POfycHo? W AdaIiMUEHoe CUCTENd Kojit noGomded npooyKmusHocm 1 dnekcudurnocm aanux 4 cpedtsux npedyseha.
[Ipednoscena semodorocuja nokaszyje GUCOKY ePURACHOCIN ¥ CMAIberby  MPOIKOGa U HODObUIAKY  Opeanisayife
IIP(}I.L‘J’!‘I()()HHX npoiecd y QUHANUYHON I.IH())'L'H?[?MjL'KE’J:‘}1’ QKPYAHCCHBY,

Stankovié, A., & Petrovi¢, G. (2025). Priority decision rules with a fuzzy MCDM approach for solving flexible job shop
problem: A real case study of optimizing manufacturing. Acta  Polytechnica  Hungarica, 22(1), 143-162.
https://doi.org/10.12700/APH.22.1.2025.1.8

Pad ce basu pewiasareen npotieana duekcuiinos pacnopelusara nociosa (FJSP), jednoe od najeioscenjux NP npoorena
y  KombuHamopHoj onmussayuju.  Hpedtodcen  je  eumekpumepuiyMeky  APUCIYR 3d RPUOPUMUIALLTY  ROCTIOEd U
onmumusayufy FISP v xonkpemnos npusepy npouseodie nasvewimaja. Kowounyjy ce memooe FAHP uw FFUCOM 3a
odpehusarbe mexcunckux  koeguyujenama, dox ce FWASPAS kopucmu sa paneupawe nocivea. 3a onmunisayiujy je
npumeroer NSGA I areopumam. Pesyaimamu  noxaszyjy edmuiacnocm  npedioxcene  memodoiocuje . nooobldree
OPCAHUIAYUIC NPOUZEOOHIUX PECYPCd HUKOH RPUOPUMUEALLYe ROCTOsA.

Stankovié¢, A., Petrovi¢, G., Markovi¢, D., & Cojbasié, Z. (2022). Solving flexible job shop scheduling problem with
transportation time based on neuro-fuzzy suggested metaheuristics. Acta Polytechnica Hungarica, 19(4), 209-227.
https://doi.org/10.12700/APH.19.4.2022.4.11

V pady je pazvampan cirovcen npotiem Flexible Job shop Scheduling Problem — FJSP koo koca ce 3a jeduy onepayiyy
nocid, apu pacnopeluearsy pAoHUX Mechid, MoJICe KOPUCITRY SUWe Pasiudumux sawuia. [pedcmaasen je Hoau npucmyn
npu peutasarby HaecdeHoe npotIeAd KOpuiieeym eCuimayxe UHMeIeCHyije ¥ KoMOURAUUU Cd PA3GUCHUM HCYPO- ¢y 3u
cucmemonm. OCHOSHA KAPAKMEPUCTIUKD  PA3GUJEHOS HEYPO-Ia3u CUCMEMd 3AK/bYHUEaHLd, 3ACHOBAHOS HA  dOANMusHoj,
unmeanzenmuoj mpexcu (ANFIS), je cnocoonocn oa udenmuguryie najeduracnufy Memody onmumMuzayuje 3a peutasarse
MAMEMAMUNKO? Aoderd iignupared i pacinopelusatoa pecypea. Hempaxcusarwe v paly je uHmepecaumuo jep koMmounyje
HARPEOHE INEXHUKE ORIMUMU3ARITC ¢a MEeXHUKIMA GCUIMAYKC UHMEIUCCHYUfe, WMo dosodu 00 ORMUMAAHUX PeIVAMAING y
PELIABarsY PEATHUX HPOIeaa V UHOVEmpUji.

Simié, N., Stefanovi¢, M., Milenkov, M., Stankovié, A., & Labovi¢ Vuki¢, D. (2025). Model for resource allocation in the
public sector based on strategic importance and quality. Tehnicki vjesnik / Technical Gazette, 32(2), 628-6306.
https:doi.org/10.17559/TV-20240805001902

Pao npedemasmwa moden za pacnodeny pecyped y YCAO8UMAE OPAHUYEHUN KANQUUMEMA, ¢ aKYeHMOM HA 3d0060beibe
KOPUCHUHKUX 30Xmesd apesd npuopumemy u Ksaimeny. Memodonocuja yiwyuyje apoyeny docmyRnochii pecypod,
CIPAMEAUFCRO U KEATUIMAMUGHO PAHSUPALE, UHOUGHOVAIHE I CPVIHE MEXHUKE O0Vausdibd, KA U NOCIRUALE KOHCeH3yed.
Moden je npumersen y jedunuyn cojre opeanisaiigje, wmmo oaje pady cueyudhuuny spedwocm. Pesyamamu nokazyjy
NOGOBWALE Y RAAHUPAILY, OPAUCO] PeaRTUfY, CURACHOCIIN U CMAFeHY MPOMKOEd, V3 MOVIHOCI RPUMEHE Y A0CUCTHUHKIM
U OPYIHM CUCTHEMUMA CUYHE RPUPOJE.

Markovi¢, D., Stankevié, A., Marinkovi¢, D., & Pamucar, D. (2024). Metaheuristic algorithms for the optimization of
integrated production scheduling and vehicle routing problems in supply chains. Tehnicki viesnik / Technical Gazette, 31(3).
800-807. https://doi.org/10.17559/TV-202402070013 18

Pao ce Gasu unmespucaiuy Mo0eiom RPouzeodne i OUCmpuoyyiie, ¢a yumer HCHopyKe pousaodd Kynyuma v sadamonm

apeneny. llpsa gaza npedcmasma npoiaest daexcutuanoce pacnopehusarsa nocrwsa (FISP), dok ce dpyea daza odnocu ia

onmuausayuy pymuparea sozwia npuserost mooews CVRPTW. Lwe je munumusayuja epesterd, mpomkosa u Opoja eosiid.
Pad npedcmacea svamemamuyiu yvoden koju nosesyje ofe guase y jeduncmeenu nanay cnaloesdied. Excanepuvenmannu
pesyumamu, Oazupann Ha peairum nodayusa, nromephyy euikacrocm  npedrodcere Memodoiosuje v vHanpeherwy
HPOU3EOOHO-OUCIPUDVINUGHUX CHCHEMA.

Markovi¢, D., Petrovi¢, G., Cojbaéié. 7., & Stankovié, A. (2020). The vehicle routing problem with stochastic demands in an
urban area — a case study. Facta Universitatis:  Series  Mechanical  Engineering,  18(1), 107-120.
https://doi.org/10.22190/FUME190318021M

V paody je pazvampan smoden yesepasaiba soiwid ca cmoxdemuuxus saxmesusa (VRPSD). Moodei VRPSD oopehyje pyme
B0IUAL IMAKO A CEU KOPUCHUYU OVOY NOSE3aHN Ca CRIAOULIREM U Od YRVIAH IPefedu aVin 803u1a 30 Cakyiubaioe omidada
Oyde suinumatan. Ceara TOKAYUTG ¢e ORCIYICYE CaMO JEORUM GO3ITOM, C6AKA PVIIA NOHUME U 306PUIA6A C€ Y CKTAMUINY d
Apelien ym  u Kanayumem Ceakoe 8o3Id ¢y MU WM JeOHARN 3a0amof marcumainof epeonocmu. CyRpomHo KiacuuHom
npodaeany vewepasarea sosuna, v vodery VRPSD nompasictoa y 48opy Kopuchuxa je nossama mex HakoH Wimo o3l
cinuene y can vsop. To znauu da ce nymaree Kpemara 603UAG APOJEKMYY ¥ YEI0GUMA HEUZECCHOCIIU,

Stankovié, A., Markovi¢, D., Petrovié, G., & Cojbasié¢, Z. (2020). Metaheuristics for the waste collection vehicle routing
problem in urban areas. Facta Universitatis, Series: Working and Living Environmental Protection, 17(1). 1-16.
https://doi.org/10.22190/FUWLEP2001001S

Y paoy je npedemassbena atemodonocuja za petiasarbe RPoORENd CakVbALA KOMYHATHO? omnada y ypOauun cpedunata. C
003UPOM HA MO Od MPOWKOEY KOfIt Ce Jasbafy npu cakyiibdrby KOMVHAIHOe omnadd Y ypoanuat cpedunana npeocnassajy
BeUKU YOO Y YKVIHUM MPOUIKOGUM KOMNGHUjA Koje ce Gaee osoal deaamuowthy, pasmampan je npoiies onmuMusaiije
o602 npoyeca v epady Huuty. 3a pewasarse npotirema kopuuihene cy memaxeypucmuike semoode onmumuzayuje: Ienemcku
ateopumay, Cumyaupano xaserse, Onmumusatiga poja wecmuya u Onmumusayija koronuje mpasa. Pesymmamu koju cy
Q0OUfeHH NPUMEHOM HAGCOCHUX AIe0pUmAaNa NOKasyy 0a je HOCmusiymo 3HAuaiHo ROOOLUIARe v 00HOCY Ha HAYUH
CARYIbArA KOMYHAIHO, omiada o) cmparne JKIT "Meduana" Hu,

Stankovié, A., Petrovi¢, G., Cojbasic¢, Z., & Markovié, D. (2020). An application of metaheuristic optimization algorithms for
solving the flexible job-shop scheduling problem. Operational Research in Engineering Sciences: Theory and Applications,
3(3), 13-28. https://doi.org/10.31 181 /oresta20303013s

Y oson ucmpancusarey ce npotinen (iexcutnutnos pacnopelusarsa nocrosa, (Flexible Job shop Scheduling Problem - FJSP) pewasa
APUMEHOM  MPH PUSTUSUNG. MCIAXCYPUCTIUNK  QICOPUITIME,  HUME J€ USSPUICHO CMEHHO  TOPeNeise uxose  ejunachocmit.
[pumersent aneopummi yReyuyjy ommunusagiy KOTHUOM MPAsd, JeHeMCRU areopuinai 1 MexHuKy maoy npempace. Eduracroem
RDUCHIVAA V DELIABATSY NOMEHVIIO? ADOGIEAT 021e0a ¢e v (DIeRCUGIIHOM MDUDICCHbY ADoCmona i U300DV QOMUHAHRTHUX Db,
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Stankovié, A., Petrovi¢, G., Cojbasi¢, Z., Markovi¢, D.. & Simié, N. (2020). Metaheuristic algorithms for the flexible job-
shop scheduling problem. IMK-14 — IstraZivanje i razvoj, 26{2), 49-56. https://doi.org/10.5937/IMK20020498
Hempancusare y pady pasvampa npooieM egukacroe ynpasimdared pecypeuna vy oksupy npoussodnux cucmena. Osaj
3A0AMAK NOOPA3YMeEa NOCIMAELAILE OCHOSHUX YUWHCEA MAAHUPAIbd, OCUHHCAIBE CIMPAMeufa YIPacaatad i MEMOdOI02Ufe
paoa Kaxo Ou cucmem ekacio o0assao ceojy dvaryufy. Paod ce Hasu npoinenon duekcubuinos pacnopehusaioa paonix
mecma. 3a pewiasaree 0802 APoOIeMd, NPUMCHENd Cy 08a MeMAaxXeVPUCuyKa aieopumma: ORMUMIayuia pojes vecmuya u
GeUIMaUKA RUeAUbA Kororujd. Kao Keyunu Kpumepujys 3a npoyedy Venewnocint Hasedenux semoda uzabpana je Opsuna
Kongepeenyuje petuersa. enepant Yivb 0602 HCMPANCUsdiba Guo je pazsoj memodonouje wujon npuvenos Ou ce noecehaia
HPOOVKIIUSHOCI HPOU3E0OHE U NOCHUCAO CHURACHIUH HPOUIEOOHI POLeC.

Markovié, D., Markovié, S., Stankovié, A., & Mili¢, P. (2024). Development of a conceptual model of an expert system for
dynamic vehicles routing for municipal waste collection. Innovative Mechanical Engincering, 2(3), 54-65.

Pad ce Oasu npotremont npurvivbarsa omnada y yplanun cpedunara. 3a pewasane 060 npodiend passujen je mooer
pymupaioa soswia (VRP) koju npunada epynu NP-mewkix npotrena kosounamopne onmusisayuje. llpukyieatse omnada
Je punancujeku najsaxmesnufa  YRKYHIG Y CHCHIEMY VAPA&baibd  OMRAOM, 3000 Hecd NOCMAsbeHt MOOer  Mect
ORIUMUZAYUjU MPOWKOSA NOKOM Rpoyeca NPUKYibarba 1t mpancnopma omnada Paseujenu konyenmyannu nodei sacnued
€e Ha RPUNMCHI CABPEMENUN UHHOPNAYUORO-KOMYHUKALUOHUY MEXHOTOU]A, Yifor npuvenost ou ce yeehana edmiacnocm u
CMQBUIL OREPAMUEHI MPOWKOSU Y VPOQHOM YRPAGHUAR)Y OMAUOM.

Stankovié, A., Rajkovié¢, P., & Petrovi¢, G. (2018). Usage of multicriteria analysis for selecting the appropriate host
university to study. Proceedings of the Fourth International Conference “Mechanical Engineering in the 21st Century™ —
MASING 2018, 393-396. Faculty of Mechanical Engineering, University of Nis. ISBN 978-86-6055-103-2.

V pady je ananusupan uzbop odeveapajyhes ynusepsumema za cmyouparse. Osaj nocmynax odaGupa yrwyuyje ymsphusare
PEACBAHMHUX KPUMEPUIVMA KAD WUNO €Y MPOWKOsH 00pa3osdiod, MpoKosu C8aKoOHesHOS JCUBOIN, MPOUKOBH CHeimdja,
HUGo Ge30e0H0Cmy, HUGO OPVIUINECHO-KYAMYPHOZ JICUSOMA, JAHU 2padcky apeeos wsamely cyrewmaja u gaiyamend,
keaaumem akademckoe ocotiea. Y pady je kopuuthena WASPAS vemooda, dok je kao koumporna memooa Kopuuthena je
TOPSIS memoda sutexpumepujyrickoe odnyuusarsa. Haxe cast passtampart npotaer Hige OUpeKmuo nosesan ¢d meaom
dokmaopcke ducepmanije Memode Kopuuhietse 3d heco6o Peiasaioe PUMCHYY CC 304 PAHAUPALe NOCA06A V PA3SU[CHUM
MOOCTUMA Y OUCEPMAL{U[U.

Turudija, R., Radovié, Lj., Stankovi¢, A., & Stojkovi¢, M. (2024). Multi-criteria decision making in turning operations using
AHP, TOPSIS and WASPAS methods. In M. Trajanovié, N. Filipovi¢, & M. Zdravkovi¢ (Eds.), Disruptive Information
Technologies for a Smart Society: Proceedings of the 13th International Conference on Information Society and Technology
(ICIST 2024) (Vol. 872, pp. 193-205). Springer. https:/doi.org/10.1007/978-3-031-50755-7 19

Pao ce dasu npunvenom vemoda sutiekpumepujyyieos ooryuusarsa (MCDM) y npoyecusia cmpyearsa, ca yumwen usbopa
ONIRUAMGQUTHE KOMOUNHAayuje napasemapa pesarsd. Pasvampany napasvempu ¢y Gp3una pesarva, Oyiuna peza u HoMdi awama, d

KPUMEpUjyAILL ¢y MURUMATHE NOMPOUIIbA CHEPSUJE, MUNUMQIHA XPANAGEOCH ROSPUMNE 1 MAKCUNMAIHA CIIONA VKA
maniepujara. Memod AHP je kopuwthen sa odpelusarse mexcunckux koeuyujenama kpumepujyua, 0ok cy semode TOPSIS
u WASPAS npunersene 3a ustop najoose aimepramuee. Pesyaimamu nOKAzyjy KAko pasiudume Kosounayuje napaxiemapa
ymuuy Ha eduracioem u odpcusocm npoyeca obpade. Kao u y cayuajy npemxoonoe paod, pazudmpari npooned Huje
OUPEKIMHO ROSE3aH ca MEMoA dOKmopeke Jucepmayuje, am memode Kopluhene 3a mwesoso Petasdme IpuMetsyjy e 3a
PAHCUPATLE NOCIOSA Y PASBUFCHUM MOOCTUMA Y QUCEPMAyufi, 3008 4eu ¢e MOXCe NPUXSamumu 0 pdo OeauMsMuHHo caopcy
PEIVAMAME UCMPANCIGiog 00 KOJUX ce JOuro ¥ okeupy 0oKMopeke ducepmaiije.

Stankovié, A., & Petrovié, G. (2024). Simulated annealing for solving the unrelated parallel machine scheduling problem
with processing times and setup times. Proceedings of the 3rd International Conference on Advances in Science and
Technology (COAST 2024). 80-91. Faculty of Management Herceg Novi. [ISBN 978-9940-611-08-8.

Pad ce Gasu ApotaemMosn RIGHUPAIGA HOCIOSA ¥ HAPATETHO] €31 MAWLHA, V3 VEaICasdmne speMera oapade u npunpese
anama. e je sunuMuzayuja YKYRHOZ 8PEMEHA 3a6PUICHKG NOCTOBA KPO3 NPUMEHY NMOOCTd RapaieInos pacnopelusdrbd i
onmunzayuje. Hpunersenu cy nemaxeypucmuiiky aieopumat, ¢a oKycoM na nopeletse usmely eenemeroe aieopumma u
cuNyaUpanoe Kasersa. Pesyumamu nokasyjy eguractocm o0a ApeoiodceHd dACOPUIMG, d cayd Moocl npyied IHAYajan
AORPUHOC PA3EOJY CIMPameuja 3a yRanpefierse yapasbatbd pecypeumd ¥ NpoU3s00HIM CUHCIEMUMA.

Stankovié, A., Petrovié, G., Markovié, D., & Markovié, S. (2021). Solving the unrelated parallel machine scheduling problem
with setup times. In Proceedings of the 8th International Conference — Transport and Logistics (TIL 2021) (pp. 65-69).

Qsaj pad ucmpaycyje npoiien pacnopehusard ROCIO6A HA HE3AGUCHUM RAPATCTHUM Mawind ysunajyhu vy 00sup u epesena
nodewasarba matiupa. Hpooien ce 00HoCu HA OPeanuzayLy pedocieda NPOUEOIHUX JAdmaKa Ha PATULUMEM MUUIRAMA
MOKoM Hpoussodros tipoyeca. Cearu 3adamax uMa Ceoje 6peate 00pdoe Ha Cearoj MaldiHy U A0SUCMUYKD 6peme NOMpPedno
w0 NOOCHIAGaRje KOHKpenHue Mauune. [ enasiu five fo ApsuEsupase. VRYRIoe 6pestend npoussodise. Popuyaucan je
odeosapajyiit Mamemamuiky MOOeIl, a peleiba cy ceHepUCand IPUMEHOAN OPUSHHATHO PA3BUJEHOS RPOSPAMA KOPUUherse
Matlabh npocpavickoe narkema. Ha ocnosy dotiufenux pesyvimama nomsphena je euracHocm RPUMene cenemekoe dicopumid
APU Petasarsy pasiampanos npoiiea.

Markovi¢, S., Markovi¢, D., Stankovi¢, A., & Mili¢, P. (2021). Real time simulation of conveying system: Case study. In
Proceedings of the 8th International Conference — Transport and Logistics (TIL 2021) (pp. 42-47).

Pad ce Hasu npumenon Memooa CHMyIayUje mokd AImepljald kao euracHin aramon 3d IPoyYasabe CIoNCeHux cliemend
MPUARCROPIG 1 MECMUPUrLa Fuxosux napaenmapd. Cunyrauja moka samepujana je seosa euracan naqun da ce ymepou
H3ROOBUGOCI OO KOZ CIONCCHO? MPAHCIOPIHOS cUcmemd U da ce mecmupajy iwecosu napanempu. Konkpemno, pdo
ucmpancyje neplopaance moka smamepujaia y granpuyu sa npouseodivy katiosa Jleonu vy Kpawsesy na ocrosy kojux je
KpeUpan cuMyidyuony Ao0el npoyeca moka samepujara. ¥V opyeoa deay pada anarusupana je edukacioem cucmena y
oKr8UPY damos HHOYCMPUFCKO? nocmpojersa npuseron cogmeepa AutoMod.

Stankovié, A., Markovi¢, D., Petrovié, G., & Cojbasic, Z. (2019). A simulated anncaling and particle swarm optimization for
the vehicle routing problem and communal waste collection in urban areas. In Proceedings of the 14th International
Conference on Accomplishments in Mechanical and Industrial Engineering — DEMI 2019 (pp. 497-505).

V' opady je pazampan npooresm  CaryIbara  Kosvnainoe omnada y  ypoanoj cpedunu.  Tpedcmasiwene ¢y dee
MemaxeypucHiiuke Memooe 3a peutasare npolieia pYmuparkd GO CUAVINAHO KA:betse W onmumMusayija pojes
yeemuya. Osaj npotines ce mpemupa xao VRP npotrem ca oepanuvenuy kanayumenost sosuia. Ochosnu yus pada je da
RPEOIOINCH VHUBEPIWTHY MEMOJOT0CU[Y 3a PEUasabe NPOOIeAtd Cakyilbared omnada y ypodiit cpedunand, Pad deaumuino
npunada o0aacmu Jokmoepeke ducepmatiyje.

Stankovié, A.. Petrovié, G., Cojbaéié, Z., Madié¢, M., & Tomié, N, (2019). An application of a genctic algorithm for the
flexible job-shop scheduling problem. In Proceedings of the Seventh International Conference Transport and Logistics — TIL
2019 (pp. 47-52).
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Hpotinest  (excubuanoe naauuparea u  pacnopelusawa (FISP) ce cwampa jeonum 00 nafusasosnujux npotaema
f)Hi'JH,{,I!L!3lZII[Uj(,’ V UG.TH[‘H'!H HAIAHUPARbA U iJ[JCJI(J[){’b{[(f{TFbG pecyped. [/Icmpu.m‘mfanaa v pi!()_\-' (f}{)K}’L‘HpﬂHﬂ Cy Ha dHAIu3)
,'lf()c’th()('ﬂut K(Jpl.l.',llf?(?.'bﬂ SCHEMCKOS dI2OPUNMd Kao ONMUNUBTYHONE INCXHUKE 3d Petasdibe I?!)(J(’:.'f(’ﬂfd nanuparea i
pacnopelusara onepaifuja y odpehenont npoussodnon oxpyorcersy. Osaj npotien ce 0OHoCH HA OpeaHusayify peducieda
ﬂp“!L’;’ﬁ()f)HLLX sadamara Ha PasiuuimuM MAUHANG MOKOA! JI‘U()H.'f(f(N)H()H npoyecd. (:‘B’IU\'H 3ANAMAK UMD L'I{ffj{.’ epeate {)ﬁpll(j{’
Ha C(faf\”()j MAWUHU, d 2TAEHU lﬂlff)j’l’.’ .-umm.m.';rm;zg,ia VRytithoe spestena I!})()IUHU(}H]E.’.

Markavié, D., Stankovié, A., Petrovié, G., Trajanovié, M., & Cojbasic, Z. (2019). Genetic and ant colony optimization based
communal waste collection vehicle routing. In Proceedings of the 9th International Conference on Information Sociely and
Technology (pp. 209-212).

¥ h'L'HIPG.)I(‘HHaI'b_l"jC AHATUIUPAH H'p(”")"f(.’.‘ll yoesepasdrbd 6U3NHIA 3d CAKY/bAHE KOMYHAIHOS omnadda. 3(l peutasaibe .'.'[J()(L".'(ﬂltﬂ M33
yewepaedarsda GO3UAA 30 CAKVHOAMDE KOMYHUTHO! f)Hﬂ’n‘ﬂl)ﬂ JC{)])H.!HPI(’HL‘ cy dee Memaxeypucnmuyke MEMOe Mo, CeHEMCKY
AIOPUMAM U ORMUMUZAYUA KOTOHWjosM Mpasd. Hsepuenda je anaiuza nepopymancu npuMerseHux Memaxeypucuykux
atsopumamd, Kao u fi'(’pl?l}(.‘fﬁ(’ (j()ﬁilj(’HH.X ORATUMATHUX PeUierba. Kao ocnosna Mepd RPUAHKOM OifeHe petierba yiema }'(.' y
of3up yrynra dyacunda pyme. Pad deaunuuno npunada o6iaemu dJokmopeke ducepmayuje.

HAIIOMEHA: yxonuko je kauauar 06jaBHo BUILE 01 3 pana, J0JaTH HOBE PEAOBE y 0BAj [I€0 [I0KyMEHTA

HCNYIBEHOCT YCJIOBA 3A OJBPAHY JOKTOPCKE JUCEPTAIIUJE

KaHauaar ucnymbaba YCiIoBe 3a OUeHy u 040paHy JOKTOPCKe JHCepTalHje KOjH Cy npeasuljeHH 3aKOHOM O BHCOKOM . HE
obpaszosawy, Ctatytom Yuusepsurera 1 Cratyrom Pakynrera,

Kanaupatry je omoOpeHa Tema JoKTopcke auceprandje oanykom Hayuso-ctpyusor seha 3a TeXHHUKO TEXHONOLIKE Hayke
Vuusepsurera y Humy Opoj 8/20-01-009/23-014 ox 22.11.2023. roauue. Ilpegary pyKOMHC JOKTOPCKE AHCEPTALH]¢ O CTpaHe
KaHauaaTa je oarosapajyhie caapaune, o6HMMa H KBUTMTETA H NOTILYHO je y CKiIaly ca onoGpesom TeMoM. Kanauuar je oGjasuo gehu
GpOj HAYUHHX M CTPYUHHUX PaioBa 13 O0IACTH TeME JOKTOPCKE IHCCPTALM]C U HCIYbaBa CBE H0TpebHe ycnoBe 3a 010paHy 10KTOpeKe
JIcepTanuje.

18.

BPEJHOBAE INOJEAUHUX JEJOBA JOKTOPCKE JJUCEPTAIIMJE
Kparak onmuic mojeaHHuX 1eoBa AHcepTauuje (oo 500 peyi)
JlokTopcka aucepTanuja odpalyje TeMy pasBoja MOZETa 3a ONTHMAJHO IUIAHMPAE U pacnopehueabe pecypea y MaiuM 1
cpembHM mpeaysehuMa y ycnoBuma HeussecHocTH. Cazpikaj je MoJe/beH y celdaM IlaBa KOjuMa Cy J0JaTH Mperniei
kopuirheHe TUTepaType M YETHPH NPHIIOra.
[IpBo, YBOIHO MOINABJEE, pa3MaTpa NpeaMeT U calpikaj HCTPAKHBAA, ACPHHHILE NONa3Hy HCTPAKUBAYKY XMIIOTE3Y H
ZAaje ieTa/baH Nperiell CTPYKTYPE U caapiaja JokTopeke juceprauuje. [lobpojaHe ¢y HayuHe MeTo/Ie Koje ¢y kopHuiheHe
y TOKYy HCTpakHBaiba TeMe. Ha camom kpajy noriassba AeHHHCAH je TOK HCTpakHBatba 10 (pazama npyxajyhn jacan
VBHI Y CTPYKTYPY Pajia U OKBHPHH CaJIpiKaj y yKEM CMHCIY.
JIpyro Mornasike JOKTOPCKE AHcepTaunje 00yXxBara JeTabaH npernes JocalallibuX HCTPaKHBamba y 001acTH IaHHpatba
W pacriopehMBama pecypca y YCJAOBHMA HEH3BECHOCTH, Kao H IOJENY HAayYHHX MeTo/a 3a pellaBame mpodiema
mnanupama. HakoH nperneia avreparype, KBAHTHTATHBHE aHANH3€ HAYYHHMX PAJIOBA U KPUTHUKE aHAIU3E J0CA/IalIbHX
MCTpaXkHBara y 061acTH MIaHUpaka pecypea, WICHTH(HUKOBAH je MOTEHIIMJATHH UCTPOKMBAUKH NPOCTOP U JIePHHNCAHN
CY TIPaBIH MCTPAKUBADA.
Tpehe nornasbe AOKTOPCKE AMCEpTalMje NprKasyje kracuukaujy npobiema Iianuparsa u pacropehusarma pecypea y
NPOM3BO/IHUM  OKYXetHMa, AeUHHIIE HOTAUH)y M TEOPMjCKM aHaiusupa pasnuuute moaene. Tpehe nornaeme
JMOKTOPCKE JIHCEPTAIH|e MPENCTaBbA YjeAHO U TEOPH]CKY OCHOBY 3a Pa3Boj pauyHapCKOr MOJIE/A.
YeTBPTO MOIAB/bE JOKTOPCKE JMCEPTAUMje NpOyuaBa U CElEKTyje anaTe BelITAauke MHTEIMTEHIHje M Teopuje
BepoBaTHOhE KOjH CY HEOMXOIHHM 33 KOHLMIMPAmE U Pa3B0j MOJENa YIPaBibakka PECYPCUMA Y YCIOBMMA HEH3BECHOCTH.
PasMaTpaHe cy MeTOJe CTOXACTHUKOI MOJC/IMpaa ca MOceOHUM OCBPTOM Ha METOy KOHBOIYUMj€ M MpPHMEHY (asn
moruke, Y OpyroM Jleny [0raas/ka  JarT  je Operiel  CABPEMEHHX METAXEYPUCTHUYKMX MeTodd M METoJd
BUILEKPUTEPH]YMCKOT O/UTYUHBALA KOj€ CE Ja/be KOPHCTE IIPH ONTUMH3ALM]H TIPOLECa YIIPaB/batha PecypeHma.
[leTo mornaBibe MPEACTaB/ba KOHKPETAH HAYUHH JONPMHOC JOKTOPCKE JUCEPTALHje jep ce AMPEKTHO GaBM pa3BojeM
MOJIENa [UIAHUPAA U pacriopelHBama pecypea y MaluM U cpejliibuM npeyseinma y ycnosuMa HeM3BeCHOCTH. Ha oCHOBY
CTIIPOBEIEHMX aHaIM3a, YTBpheHH Cy KJbYUHH HapaMeTpH MojeNla H pasBHjeHa ojarosapajyha matemaThdka ctpykrypa. ¥
OKBHPY CaMHMX MOJE/id YIpapbakha PECypcHMa HHTETPHCAHE CY ONTHMH3alMOHE METOAe Ca alaTHMa BCLITAYKe
HMHTCIMICHLM]e, MOJENa MaIIMHCKOT ydewa M (dasu noruxke. Mopgenu ¢y HTEpaTHBHO TeCTHPAHH H yHanpehuBanu Ha
OCHOBY J0OMjEHHX Pe3yiTaTa, Kako 6u ce 06e36eanna 1oy31aHocT 1 e()HKaCHOCT Pa3BH]EHHX MOJIEIA.
[llecTo mornap/be JNOKTOPCKE AMCEPTALM]E MPENCTABbA €KCTIGPHMEHTANHH €0 MCTPaXKHBAba Y KOME j€ pealn3oBaHa
NpMMEHa pasBUjaHMX Mojesa IUlaHupama M pacnopehuBama pecypca Yy peajlHOM TIPOH3BOJHOM  OKPYXEBY.
[Ipunarohasame Moena KOHKPETHOM NPoOIeMy H aHA/IH3a HETOBOT MOHALLIAKA Y PA3IHYHTHM MPOU3BOAHIM YCI0BHMA,
pa3MaTpaHH Cy Y OBOM Je/ly A0KTOpcKe aucepraje. [lonpruHOC OBOT MOTIaB/ba OVl ¢e y BepH(HKALMjH pesyiTara y
peanHUM TPOH3BOAHMM YCHOBMMA M daHAIM3M ONPaBJaHOCTH HCTPaXKMBamba. [IpuMemneHd MOAEIH CYy TECTHPAHH Ha
npuMepy NPOM3BOIHOT OKpykema mnpenysehia DN Company u3 Brnaamumsor Xana. Anamusupada je npuMeHa
PA3IHYUTHX BAPHjAaHTH MOJea AeTEPMHHHCTHYKOT, CTOXACTHUKOr W (pasd MolelNa, Kae H hHXOBA MPHIArol/bHBOCT
KOHKPETHHM MPOM3BOAHMM YCI0BMMA. DHHANHA /€0 MOIJABBa IIECT jecTe codTBepcKa AIMKAlMja 3acHOBaHa Ha
npeIoKeHIM MOJICTNMa, KOJY j€ KaHINWIAT PasBHO H TECTHPAO.
Ce/IMO TIOIVIABIbE JIOKTOPCKE TUCEPTALIM]E Naj€ 3aBPILHY aHAIN3Y CHPOBEJCHHX HCTPAKMBAILA, THCKYCH]Y TOOMJeHHX pesyirara
¥ TIOTBPTY TIOCTABILEHHX XUITOTE3a HCTPaXKHBaba. Ha camoM kpajy aedmHucann ¢y MOryhu npasiy Ja/biX HCTPAKHBAEbA.
Jluteparypa kopuurhena y oBoM HCTpakuBamsy ofyxBara yKynHo 199 pedepenum on kojux cy 18 panoBu NpoMCTEKIH H3
HCTpaskMBalba ayTopa y obnactu aucepraje. Meby mwuma nocebno tpebda ucrahu 6 panosa objapbennx y MehyHapoaHHuM
yacormcuMa ca SCI/SCle nHcTe, IITO YKA3Yje HA BUCOK KBAJIUTET M PENEBAHTHOCT HCTPaXKHBarba y OBOj 0014CTH.



BPEJHOBAIGE PE3YJITATA JOKTOPCKE JUCEPTALIUJE
HuBo ocTBapuBama M0CTaB/bEHUX LIMIBEBA H3 NIPHjABE AOKTOPCKE AUCEpTaLHje (o 200 peyi)
LnmbeBn HCTpaXiBarma M M3 HbMX TMPOHCTCKIM KOHKPETHH 3aalM, KOJH Cy NOCTAB/bEHH Yy NpPHjaBH IOKTOPCKE
AucepTauMje, y TOTIYHOCTH CY OCTBAPEHH Yy CKAady ca npeasuhenuM OKBHPOM M CTPYKTYpoM paza. OCHOBHH IHJb
HAYYHOT MCTPaXHBaba, KOJU je AedUHHCAH y NpPeMIory TeMe MOKTOPCKE AMCEPTAIHje OJHOCHO CE Ha pasBoj M
MMIUTEMEHTALIH]y aIeKBATHOT MO/ENA IUIaHHpamba, KOMOMHAIIMjOM Pa3MYHTHX anaTa BellTauKe WHTeIMIeHIHje i anata
TeopHje BeposarTHohe, KOJH MOJMKE TOHYJIHTH je[aH HOBH NMPHCTYN Y PeliaBamy NnpobieMa ONTHMATHOL IUIAHHPasa 1
pacnopehuBara pecypca y mManuM M cpemmbuM npeayseliuma. ¥ pamy je oBaj LMJb y MOTNYHOCTH OCTBapeH Kpo3
alIeKBATHY MACHTH(HUKALM]Y MCTPAKHBAUKOT [POCTOPA (CIIPOBEACHO AHKETHO MCTPAKMBAILE IIPOOIEMA H M3a30Ba MAJHX
W cpelmux mpedyseha y ofnacTu ynpapibamba pecypcuma M NPHMEHE CaBPEMEHMX AlaTa BElITAuKe MHTETHTEHLje),
(PyHKUHOHATHO M CTPYKTYPHO HCTPAKHBAKE MATEMATHYKMX MOJE]A, KAO M HAYUHHX METOAd MOTPeGHHX 33 HHXOBO
(opMuparse u pewasame, caM pasBoj JETEPMHHHCTHYKOL, CTOXACTHYKOT M (hasd MOJENa YIPaB/bakmd PecypeuMa H
BEPH(HKALH]Y Pa3BHj€HNX MOJIENA Y yCIOBHMA PealiHOr MPOM3BOIHOT OKpYyxketsa. Ha oBaj Haumn moTephena je nonasua
XUMOTE3A, [IPOHCTEKITA U3 MOCTAB/BCHOT OCHOBHOT 11MJba, TAKO INTO CY PA3BHjEHH HOBH MOIENH 3a PellaBambe CIMKCHHX,
pealHuX npodiema MIaHHpara M pacnopehuBama pecypca, ajcKBaTHHM 3a yCIOBE HENOCTATKA YJIA3HHX M0JATAKA H
HeMpeun3Ho oapehenux napaMerapa NPOH3BO/HKX NPOLIECA.
Kao noceban kBanuter ypahene nokTtopcke amcepraumje tpeGa uctahu passujeny codTeepcky arummMKaimjy Koja
omoryhaea jeIHOCTaBHY MPUMEHY TIPEIOKEHHX MOJIENA Y PEATTHOM MPOU3BOTHOM OKDPYKEHbY.
BpenHosame 3na4aja u HayqHOT JIONPHHOCA pe3yiTata AucepTaumje (Jo 200 peui)
Hayunu JonpHHOCH TOKTOPCKE AHCEPTaLMje CY:

e MaentndukoBanu Cy Haj3HAYAJHH[M H3330BH Ca KOjUMA ce Mala M cpedma npenyseha cyouasajy y npouecy
YNpaB/batba pecypcuMa, ca MOCeOHHM (OKYCOM Ha M30CTAHAK NPUMEHE alaTa BEIUTAuKe MHTENHICHIMje W
reHepanHo HAYYHHX METOJA;

* CnpopeneHa je KpHTHYKA aHAIM3a JOCTYIHE TUTEPAType y IMOCMATPaHOj OGNACTH, uMMe je HAeHTH(HKOBaHA
00nacT uCTpakuBama H AePUHHCAHM CY HCTPAKUBAUKH TIPABLI;

¢ QdopmynHcaH je HOBH HAaY4HM [PHCTYI KOjH YK/bY4yje WHTEIpAljy ajaTa BELITauKe HHTEJIMTCHIH]e U TEOpHje
BepoBaTHOhE, ca KOHKPETHMM MpEIO3MMa 33 MOCTH3AMbe ONTHMAIHMX pesyirata m yHampehewe noctojehnx
Hay4HUX METOJa;

* PaseujeHn cy MojenM 3a ONTHMHM3aUM]y mnpoueca I[UIaHMpawa W pacnopehuBama pecypca y ycioBuma
HEM3BECHOCTH, MPHMEHOM ajlaTa BeLITAYKe MHTEJMIeHUHMje, ($a3H JOTHKEe, MAlIMHCKOr Y4Yelba M TeopHje
BepoBaTtHohe;

e Paseujen je ANFIS cucrem koju omoryhaa u36op ONTHMAZHOI ONTHMH3ALHOHOT anropuTMa y Ckiajy ca
KAPaKTePHCTHKAMA KOHKPETHOT npodiiema;

* Paseujena je meromomoruja 3a jedunmcae MPHOPHTETA NMOCIOBA HA OCHOBY 3aXTEBa MMPOM3BO/IHE, YHME je
omoryheHo eUKacHH]e YIPABBAEe OBUM [IPOLIECHMA;

* CnpoeeieHa je aHanu3a M OIEHAa POOYCHOCTH pAa3BHjEHMX MOJENa KPO3 HCHHTHBAME yTHLAja YlIa3HUX
napaMeTapa Ha KBaauTeT A0OHjeHNX pe3yITaTa;

¢ Bepuduxaunja pasBujeHnx Mojena M3BpILIEHA je KPO3 peaiHy CTYAMjy CIyudja MIaHUPaEsa W pacriopehuBama
pecypca y komnanuju ,,DN Company* u3 Biragnuusor XaHa koja ce 6aBM NpOM3BOIH-OM HAMEINTAja;

® JlomaTHH pe3ynTar JOKTOpPCKe AHCEpTallije NMpe/cTaB/ba pasBujeHa codTBepcka allTHKALIMja, KOja HMa 3a b
OTBapam¢ MOrYRHOCTH je/HOCTABHE, IMPEKTHE, NPAKTHYHE MPUMEHE Pa3BHjEHMX MOJeNa y CBAKOIHEBHOM
NOCIOBAKkY MallMX M CpedbuX mpeayseha,

OnueHa caMOCTaIHOCTH HAyTHOT pajia KanaugaTa (o /00 ‘
Y Toky u3paje NOKTOpCKe JMCEpTalldje MOX HacioBoM ,,Pa3sBoj MoZena 3a ONTHMANHO IUIAHMpawe U pacmopeluBarbe
pecypca y MalMM H CpedmuM npeaysehuma y yclIoBHMa HEM3BECHOCTH, KaHIMIAT je [OKA3a0 BMCOK CTEINEH
CAMOCTAITHOCTH, HCTPAXKHBAYKE 3PLIOCTH W cucTeMaTtHuHocTH. KaHoumar je camoctanno (opMynncao HCTpamHBauKH
[POCTOP, Pa3BHO OPUTHHAITHE MOJICNEC W M3PagHo COMTBEPCKY AMIHKALIN]Y 32 FEroBY HMPUMEHY Yy PEalHOM HOCIOBHOM
OKpyXemy. HayuHH 1OMPUHOC M IHEroBy HCTPaKMBAYKY CAMOCTANHOCT TOTBPhYjy paaoBn nyGIHMKOBaHH Ha
MehyHapoAHHM KOH(epeHIHjaMa, Kao W wecT pagoBa odjaBkbeHnx y yaconucuma ca SCI/SCle nucre, wrro yKasyje Ha
PENICBAHTHOCT PE3YITATA U CIIOCOOHOCT KaHANIATA 34 PellaBarbe KOMIUIEKCHHX pobiieMa.




3BAK/bYYAK (00 [0 peuis)
Ha ocHoBy ykynHe no3HTHBHE OliGHE PYKOMHCA JOKTOpCcKe auceprauuje, uMajyhu y BUIy 3Ha4a] U aKTyelHOCT TeMe, Kao
W HayyHO-HUCTpaXKMBauKe pe3yiTare KaHauaata, w1aHoBu Komucuje 3a oueHy M oJ0paHy [JOKTOpPCKE ucepTrauuje
3aKJbyuyjy Ja MOJHETH PYKOIHC AOKTOPCKe JMCepTalHje NpeicTaB/ba OPUrHHAAAH M 3HAa4ajaH HaydHH pail. YmaHoBu
Komucuje ca 3an0B0bcTBOM npeuiaxky HactaBHo-HayuHom Behy MaiinHckor gakynrera y Humy u Hayuso-cTpyuHoM

sehy 3a TeXHHUKO TeXHOJOIUKE Hayke YHuBep3utera y Humy na nogvern pan xanammata Anexcanapa Crankosuha,
MacTep MHKEhEpPa MAITHHCTBA, MO HACIOBOM:

.Pa3Boj Moaena 3a oNTHMA/HO MIAHHPalbe U pacnopehupame pecypea y MajiuM M cpeauM npeayzehuma y
YCJI0BUMA HEM3BeCcHOCTH®

NPHXBATH Ka0 JOKTOPCKY AUCEPTALH]jy, a KAaHIHIATA M030Be HA YCMEHY JaBHY 010paHy.

KOMHCHJA
bpoj onnyke HHB o nmenoeamwy Komucuje 820-01-3/25-38
Jatym uMmenoBamwa KoMucuje 13.06.2025. roanne
P. 6p. Hme u npesnme, 3paibe MoTnuc
ap I'opan [lerporuh, penoBHu npogecop NPEACCAHHK

Yuusepsurtet y Hum g Z/ 274
. TpaHCHOPTHA TEXHMKA W JIOTHCTHKA £ Y Y K2t 74/ g

MauruHcku axynrer

ap XKapko hojbamuh, penoHu npodecop wiaH & /

Yuusepsuter v Hunry %7 ~\ @ = ) A
2. 3] % y -2 S A L g
AyTOMAaTCKO YIpaBsbawe U poOOTHKA R d——e b i } g R

ap 'opan Mapkosuh, penosuu npodecop unan
Yuusepsutet y Kparyjesuy,

3. Mexanusauuja u Hocehe KoHCTpyKiMje ®akynTeT 3a MallUHCTBO
rpaheeuHapcTBo Y Kpamesy
ap Ilpeapar Munuh, Banpennu npodgecop wiaH
4. Vuusepsurer y Huuy,

TpancrnopTHa TEXHMKA H JIOTHCTHKA
MartumHeku hakynret

ap Hanujen Mapkosuh, Banpennu npogecop wiaH

Yuupepsutet y Huuy,

Mawmuncku dakynarer

T

TpaﬁcnopTHa TCXHHKAa H JIOI'MCTHKA

Hatym u mecTo:

Jyna 2025. y Huy u Kpasbepy
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