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Kipyune peuu:

IMomamu 0 TOKTOPCKOj AMcCePTANUjH

Banpenuu npodecop, Jdyman CramenkoBuh, YHusepsurer y Humry,
dunozodcku dakynrer, JlemapTMaH 3a aHTITUCTUHKY

AKTHBaIMja CEMAaHTUYKUX OKBUpPA W MPUIAroheHocT mMeTadOpUIKuX
M3pasza KOHTEKCTY

Hws wuctpaxkuBama jecTe na MNPOBEPH MOTYhHOCT aKTHBAIHje
CEMAHTUYKHX OKBUpPAa U IUXOBY HHTEPAKIM]y y MeTa(OpUUKHM
n3pa3uMa, Kao M YCJIOBE MpuiIaroheHoctu MeTahopuuKuX H3pasza
koHTekcTy. Kako 6u ce 06e30enno 3a10BosbaBajyhu HUBO €KOJIOIIKE
BAIMHOCTH, CBE JApaku KopuirheHe y eKcriepuMeHTuMa ofadpane cy
U3 KOpIlyca JHEBHUX HOBHHA U HOpMHpaHe Cy. TeopHujcKku OKBHUD
o0yxBaTa WCTpaXKMBamka KOHTEKCTa ¥ CEMAaHTHYKHX OKBHpA,
CEMaHTUYKOI TPUMOBama, 00pajze IUCKypca, TeOopHje IOjMOBHE
MeTadope, ¥ MCUXOIUHTBUCTHYKUX MPHUCTYIIA U3ydyaBamy metadope.
VY mnpBa ueTHpH EKCIepUMEHTa HCHUTHUBAJIM CMO AaKTUBAlM]y H
WHTEPaKINjy OPraHU3aIlMOHIX OKBHPA W3BOPHUX U IUJBHUX IPOCTOPA
MeTahOopHUKUX U3pa3a U3 MOjMOBHUX KJbydeBa (eHri1. conceptual keys)
CYKOBA M KPETAWBA. KopumniheHo je ceMaHTHYKO NpPUMOBamE U
3aJaTaKk KaTeropusalyje, a rlaBHa 3aBUCHa BapHjabiia Ouio je Bpeme
peakuuje. IlpumoBame je peanusoBaHo y (1) KOHIrpyeHTHOM
MeTapopuukoMm (MeTahopuUKUM peueHurama), (2) KOHIPYEHTHOM
JOCJIIOBHOM  (peueHullaMa y  JIOCJIOBHOM cMmuciy), u  (3)
HEKOHTPYEHTHOM YCJOBY (CEMaHTHMYKM HEBE3aHUM pEUYCHHUIIAMa).
Merte cy Ouiie mojeAMHAYHE PEYH U3 LUJPHUX CEMAHTHYKHX OKBHpA.
PesynTatu cy mokazaiay BHIIM CTENEH aKTUBAIUj€ OpPraHU3alMOHHUX
OKBHpa IMJBHUX TpocTopa. M3mely 1Ba KOHrpyeHTHa ycCiIoBa HHje
OWJIO 3HAYaJHUX pa3iiMKa, 0K j€ MPOCEYHO U3MEPEHO BpEME peaKIlfje
y HEKOHTPYEHTHOM yCIIOBY OMJIO 3HauajHO Iyke. Pe3ynTtatu noHekse
Jajy IOTBpAY MHTEPAKLMOHOT Mojienia oOpaje Meradopa. Y nocienma
JIBA EKCIIEPUMEHTa TECTHpaldi CMO CTENeH MpuiaroeHocTu
KOHTEKCTY HUJbHUX MeTadhOPUUYKUX PEUCHHUIIA U3 TIOJMOBHUX KJby4YeBa
CYKOBA u KPETAWA. IlpumoBame je peanusoBaHo y cieaeha Tpu
ycnosa: (1) konrpyentan metadopuuku (rpo3noBuma meradopa), (2)
KOHTPYEHTaH JOCIOBHH (maparpaduma y JOCIOBHOM cMHCIY), U (3)
HEKOHTPYEHTaH (CEeMaHTUYKW HEBe3aHUM maparpaduma). Pesynratu
Cy MOKa3aJH Jia u3Mel)y KOHrpyeHTHHUX YCJIOBa HHje OWIIo pas3iinke, 10K
jé TPOCEYHO BpeMe peakifje y HEKOHTPYHETHOM YCIIOBY OHIIO
3Ha4yajHo Kpahe. Pe3yntatu cryauje mpykajy €MIHPHjCKH YBUI Y
MeTaOpUUYKO  yOKBUpaBaWme, AaKTUBAlM)y U  HUHTEPAKIH]y
CEeMaHTUYKHX OKBHpPA, U KOHTEKCTyalIM3aIjy, Kao U IUXOB 3HA4aj 32
MPOIIEC U3rPahe 3HAUCHA.
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1. INTRODUCTION

Semantic frames pose as schematic background knowledge structures that contain networks
of interrelated lexical items, and individual items found in ongoing discourse should serve as proxies
that license access to the entire frame structure (Fillmore 1982). As one of the key concepts in
cognitive semantics, semantic frames also reflect the idea of the encyclopedic view of meaning
(Fillmore 1982; Langacker 1987; Croft and Cruse 2004; Saeed 2003; Evans and Green 2006), where
word meanings are not stored as individual dictionary entries, but rather constitute interrelated
schematic structures stored in long-term memory. The notion of semantic frames is closely tied to the
notion of categorization (Fillmore 1976, 1982) which is based on our ability to identify and classify
objects, events, or even abstract concepts in terms of goodness-of-membership of a given category
(Rosch et al. 1976; Rosch, Simpson, and Miller 1976). The key concept that affects the process of
meaning construction in general, and, in effect, the processes of framing and categorization is context
(Fillmore 1982; Barsalou 1983; Roth and Shoben 1983; Smith and Samuelson 1997; Croft and Cruse
2004; Ungerer and Schmid 2006; Chaigneau, Barsalou, and Zamani 2009; Kovecses 2015). Context
has been the subject of investigation of many disciplines, including semantics (e.g., Firth 1962;
Palmer 1976; Lyons 1977, 1995), pragmatics (e.g., Gumperz 1982; Goodwin and Duranti 1992;
Sperber and Wilson 1995; Mey 2001; Auer 1991, 1996, 2009; Fetzer 2017), cognitive linguistics
(e.g., Saeed 2003; Croft and Cruse 2004; Evans and Green 2006; Ungerer and Schmid 2006; van Dijk
2006, 2008), and cognitive psychology (e.g., Gernsbacher, Varner, and Faust 1990; Graesser, Singetr,
and Trabasso 1994; Zwaan, Langston, and Graesser 1995; Gernsbacher 1997; Zwaan and Radvansky
1998). As such, it poses as a complex, dynamic, multi-layered construct. Cognitive psychology is one
of the rare fields that has adopted an experimental approach to the study of context, and the present
study will utilize the treatment of context as a mental model (e.g., van Dijk 2008; Zwaan and
Radvansky 1998).

Context also affects the processing of metaphorical language (e.g., Ortony et al. 1978; Gildea
and Glucksberg 1983; McCabe 1983; Keysar 1994; Glucksberg, Brown and McGlone 1993;
Thibodeau and Durgin 2008; Holyoak and Stamenkovi¢ 20180), where metaphor appears as another
cornerstone construct in cognitive linguistics and cognitive semantics. Namely, Lakoff and Johnson’s
seminal work Metaphors We Live By is typically recognized as the beginning of investigation into
conceptual metaphors in the domain of cognitive linguistics. Namely, metaphor was no longer seen
as a mere literary ornament, but rather as a reflection of entrenched conceptual patterns that guide
reasoning about the world, and can be identified in the plethora of metaphorical expressions found in
everyday language (Lakoff and Johnson 1980a, 2003[1980b]; Lakoff 2006[1993]). However, the
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interest in metaphor as a cognitive phenomenon can be traced to earlier works of Black (1962),
Richards (1965[1936]), Embler (1966), and Petrovi¢ (1967[1933]). Prominent as it was, metaphor
also sparked interest in the domain of psycholinguistics, and it gave way to three main views of
metaphor processing — the analogy view, categorization view, and conceptual mapping view.

The present study is mostly directed at the investigation of the effects of contextualization and
framing on incorporating metaphorical sentences into the ongoing discourse. This is investigated
through assessments of contextual aptness of metaphorical sentences in conditions with congruent
and incongruent priming. Additionally, the study also deals with the activation of semantic frames
via lexical-semantic content of the ongoing discourse, and the possible interaction of semantic frames
in cases of metaphorical framings, i.e., metaphorical contextualizations which should afford the
construction of metaphorical schemas (in the sense of Allbritton 1995).

More to the point, the main aims of the present study are (i) to explore the activation of
semantic frames in an online response-time paradigm including semantic priming and a
categorization task, and (ii) to explore the levels of contextual aptness of metaphorical expressions in
experimental conditions with congruent and incongruent priming. Specifically, the first two
experiments were designed to test the activation and possible interaction of the organizing frames of
source and target inputs in metaphorical expressions corresponding to the conceptual key POLITICS IS
CONFLICT. Priming materials were metaphorical sentences extracted from a small specialized corpus
of newspaper articles, while targets were lexical items from the frames of CONFLICT (Experiment 1)
and poLITICS (Experiment 2). Comparison of response times for targets from the two frames after
being primed with identical metaphorical sentences allowed the comparison of the levels of activation
of the two frames, reflected in the recorded response times (RTs). Namely, RTs were understood as
a correlate of the degree of activation, where shorter RTs were associated with a higher degree of
activation. Experiments 3 and 4 used an identical setup, only they dealt with the conceptual key
POLITICS IS MOTION, and targets belonged to the two corresponding frames. All four experiments
included three experimental conditions — metaphorical congruent priming, literal congruent priming,
and incongruent priming.

In order to ensure the ecological validity of the study, all experimental stimuli (i.e.,
metaphorical sentences) were selected from a corpus of newspaper articles, so as to reflect actual
instances of language use. All metaphorical sentences were also included in norming studies, where
they were rated along the six dimensions extracted from previous research in the domain of
psycholinguistics. These included (i) metaphoricity, (ii) aptness, (iii) contextual aptness, (iv)
comprehensibility, (v) familiarity, and (vi) number of possible interpretations. Additionally, all

targets used in the first four experiments were also normed for prototypicality in a separate norming
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study. Such an approach is also expected both to ensure the ecological validity of the study, and to
increase the reliability of the obtained results.

The final two experiments also included an online response-time paradigm with semantic
priming, and it also involved the three priming conditions used in the first set of experiments. In this
case, congruent metaphorical primes were presented as homogenous metaphor clusters (also extracted
from the corpus and constructed to reflect the overall clustering tendency in the corpus), while
congruent literal primes were designed as their counterparts. Targets were metaphorical sentences
whose contextual aptness was assessed in the main task. Incongruent primes contained lexical-
semantic material designed to activate different semantic frames from those activated by the targets.
All experimental stimuli were also selected based on the corpus analysis and subsequent norming
procedures. Essentially, corpus analysis served as the source for the selection of metaphorical
sentences and metaphor clusters, and it constituted a control parameter meant to ensure the ecological
validity of the study.

The present research is organized as follows. After the introduction, the main tenets of the
theoretical framework are introduced. These include sections dealing with categorization, context,
semantic frames, semantic priming, conceptual metaphor, and metaphor processing in context. After
that, the first part of the present study involves a combined quantitative and qualitative analysis of
individual metaphorical expressions and metaphor clusters (section 3). The second part of the study
involves Experiments 1-4 which explore the possibility of semantic frame activation and frame
interaction. The experimental setup includes an online response time priming paradigm, with a
categorization task. The following part of the study includes Experiments 5 and 6 where contextual
aptness of target metaphorical expressions is tested. The experimental setup also includes a response
time, online semantic priming paradigm. The final two sections include the general discussion of the

obtained results, and conclusions and suggestions for future research.
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2. THEORETICAL FRAMEWORK

Bearing in mind the main aims of the present study, the theoretical framework will include
multiple sections, dealing with each of the relevant constructs that will be assessed in experimental
setups. Namely, the overview of theoretical framework starts with categorization, as one of the
primary cognitive mechanisms. Here, the notions of basic level categories, family resemblance, and
fuzzy sets will be explored in detail. This will be followed by the overview of ad hoc categories,
dynamic categorization, and the effects of context on categorization. Also, the construct of idealized
cognitive models and their relationship with the process of categorization is explored. Apart from its
theoretical significance for the enterprises of cognitive psychology and cognitive linguistics,
categorization is a very important construct for the first four experiments in the present study.
Namely, Experiments 1-4 (section 4) include a categorization task (i.e., the goodness-of-exemplar
judgements), realized in a response time paradigm, with online semantic/associative priming. This
will be used to (i) assess the possible activation of semantic frames, and (ii) to explore the impact of
priming (i.e., contextualization or framing) on the goodness-of-exemplar judgements.

In the following section the notion of context is introduced. The section starts with the initial
exclusion of context (dubbed setting), and it continues with the overview of different treatments of
context in (i) semantics, (i) pragmatics, (iii) cognitive linguistics, and (iv) cognitive psychology
(through its relation to mental models). Namely, context is first analysed as situational context, where
in addition to the linguistic content alone it also incorporates elements of the communicative situation
and the social environment. The notions of contextualization of utterances, and the requirements for
an utterance to be appropriate (i.e., apt) in the given context are also explored. In the domain of
pragmatics, context is understood as a dynamic, complex, multi-layered structure that affords
contextualization and also uses contextualization cues. From the perspective of cognitive linguistics,
context is understood as a mental phenomenon with close links to the social environment. In effect,
the initial idea of situational context is upgraded so as to include more elements with more precisely
defined characteristics and components. Finally, in the domain of cognitive psychology, context is
viewed as a mental model, and two frameworks relevant for the experimental setup in the present
study are explored. The first one is the event indexing models, where the content introduced by the
discourse licenses the construction of the current, integrated, and complete model. The second one is
the structure building framework, where the mechanism of enhancement facilitates the integration
and foregrounding of congruent content, while the mechanism of suppression pushes the effects of

the irrelevant content into the background.
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After context, we turn to semantic frames. Namely, semantic frames are the central theoretical
construct of the present study. In Experiments 1-4 we test the activation of semantic frames in a
categorization task, while in Experiments 5 and 6 we explore the effects of congruent/incongruent
framings on judgements of contextual aptness of target metaphorical sentences. Semantic frames
reflect the encyclopedic view of meaning, and are defined roughly as schematic background
knowledge structures of interrelated elements, where the presence of one of the elements in ongoing
discourse can be used to trigger the activation of the entire frame-level structure. We also compare
the construct of frames as introduced by Charles Fillmore to Lawrence Barsalou’s notion of frames.
Also, we provide a comparison of semantic frames, domains, and idealized cognitive models.

The discussion on semantic frames is followed by semantic priming, and the main
mechanisms and procedures involved in semantic priming. It is also stressed that owing to the effects
of context, polysemy, and associations between individual lexical items, which are largely sanctioned
by semantic frames, it is difficult to fully discern between semantic and associative priming. The
construct of semantic priming is also central in the experimental setups in the present study (sections
4 and 5). Namely, all experiments involve online semantic/associative priming, the effects of which
is explored in a categorization task and possibility to identify semantic frame activation (Experiments
1-4), and in assessments of contextual aptness of metaphorical sentences (Experiments 5 and 6).
Also, the experimental setup largely relies on the interrelatedness between the construct of framing,
contextualization, and priming, insofar as they are analogous and afford similar effects that can
undergo experimental scrutiny.

The final part of the theoretical framework introduces the treatment of metaphor in the
domains of cognitive linguistics and psycholinguistics. First, we discuss Ivor Armstrong Richard’s
and Max Black’s interaction view of metaphor, and the approaches presented by Weller Embler and
Mihailo Petrovi¢. Then we move on to George Lakoff and Mark Johnson’s conceptual metaphor
theory (CMT). We discuss the main tenets and the most relevant criticism of the CMT framework.
The construct of image schemata is also introduced, as they constitute the preconceptual base for
higher cognitive processes, and are often involved in metaphorical projections. We also discuss the
phenomenon of metaphor clusters — increased densities of topically related metaphorical expressions
found in ongoing discourse. In addition to the overview of the theoretical positions, we also explore
two methodologies of metaphor identification: MIP! introduced by the Pragglejaz Group, and
MIPVU?, introduced by Gerard Steen and associates. This will be of particular value for the corpus
analysis in the present study. Namely, in order to avoid the common shortcoming of psycholinguistic

! Metaphor identification procedure (Pragglejaz Group 2007).
2 Metaphor identification procedure developed at Vrije Universiteit, Amsterdam (Steen et al. 2010).
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studies where experimental stimuli are constructed artificially, are decontextualized, and do not
reflect actual language use, the experimental stimuli in the present study have been selected from a
corpus of newspaper articles (see section 3 for details). Such a procedure is expected to ensure the
ecological validity of the study, and to increase the reliability of the obtained results.

This is followed by the treatment of metaphor in the domain of psycholinguistics, where we
discuss the analogy view, the categorization view, and the conceptual mapping view. Results from
Experiments 1-4 of the present study offer evidence in favor of the interaction view of metaphor
processing (specifically, the domain-interaction view, proposed within the analogy view). Results
from Experiments 5 and 6 cast doubt on the existence and plausibility of the construct of conceptual
mappings. We also present an overview of the relevant studies that dealt with various dimensions
relevant for metaphor comprehension, some of which were included in questionnaires used in our
norming studies. Finally, the section closes with a comprehensive overview of studies dealing with
the effects of context on metaphor processing. The methodologies and results described in those
papers are relevant for the experimental setups in the present study.

Since the overview of the main tenets of the theoretical framework has been provided, in the

following section we turn to the notion of categorization.
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2.1 CATEGORIZATION

The theoretical framework starts with the overview of the study of one of the basic cognitive
mechanisms — categorization. We begin the overview by stressing the main differences between the
traditional approaches where category membership was of an either/or kind, with strictly defined
category boundaries, and the later approaches where categories are understood as fuzzy sets without
clear boundaries. We also present the results of some of the seminal studies in the field conducted by
Eleanor Rosch and her colleagues, after which we introduce George Lakoff’s notion of idealized
cognitive models (ICMs) and their role in the study of categories and human cognition in general.
This is followed by Lawrence Barsalou’s concept of ad-hoc categories and the more recent notion of
dynamic categorization which also reflects the effects of context. In the present study, the process of
categorization will be relevant for Experiments 1-4 (section 4), where all experiments include a
categorization task. Specifically, a categorization task involves participants’ judgements of category
membership for the presented target words after priming with metaphorical sentences. In that sense,
the main task involves categorization judgements in context. Additionally, target stimuli used in the
experiments will also undergo an initial norming procedure for the degree of prototypicality, i.e.,

goodness-of-exemplar.

2.1.1 FROM THE TRADITIONAL EITHER/OR CONSTRAINTS TO FUZZY SETS

The traditional, compositional, approach to the study of word meaning relies on the notions of
features that can be turned on or off, and in order for an element to be a member of a given group it
needs to meet a strict set of criteria that entail a rigid combination of these features (Rosch 2009: 4—
42; Taylor 1995: 21-35; Aitchinson 1990[1987]: 39; Lyons 1995: 99). More accurately, semantic
features, also referred to as semantic components, or semes? are defined as “a specific kind of meaning
components” (Lipka 1992: 98), i.e., as “theoretical units of the metalanguage and as such may be
used for analysis and description” (Lipka 1992: 109). Additionally, these features are organized
hierarchically, with the archiseme as the highest member in the hierarchy representing the conceptual
value of a given lexeme, and lower-level semes or diferential semes (Dragic¢evi¢ 2007: 70-71).
Finally, another important notion within the traditional framework of feature semantics is

componential analysis, an approach that views word meaning “on the basis of a restricted set of

3 The term seme refers to the semantic feature, while the term sememe is defined as “a complex of configurations of
semes, which corresponds to a single sense of a lexeme” (Lipka 1992: 132).
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conceptual building blocks — the semantic ‘components’ or ‘features’” (Geerarerts 2010: 70), i.e.,
which “involves the analysis of the sense of a lexeme into its component parts” (Lyons 1995: 107).

Unlike the componential approach and check-list theories of meaning that entail clear-cut
binary distinctions of an either/or kind, prototype theory is situated in a more probabilistic
environment of a graded continuum, where in order to acquire membership of a particular category,
a member simply needs to be a reasonable match (Lehrer 1990: 368; Taylor 1995: 38-46, 54;
Aitchinson 1990[1987]: 39-62; Geeraerts 2010: 183-192). The basic premise on which prototype
theory is grounded is the existence of a central member or a prototype, i.e., the most typical
representative of a given category. The status of this central member is statistically stable owing to
the fact that it contains a set of the most salient attributes pertaining to the category in question,
rendering it in turn the best exemplar of the group (Geeraerts 2010: 185; Dirven and Verspoor 2004:
31). The status of other members of a category is more probabilistic, and as we move towards the
borders of a given category, we find that the peripheral members become fuzzy, and are often shared
with the neighboring categories. In other words, “the center of a lexical category is firmly established
and clear, while its boundaries are fuzzy and tend to overlap with the boundaries of other lexical
categories” (Dirven and Verspoor 2004: 17), and such gradience of membership has also been proven
to be psychologically real (Taylor 1995: 43; Rosch 2009: 43; Geraerts 2010: 186). Furthermore,
Aitchinson (1990[1987]: 62) stresses that “a prototype often calls up a whole scene, in which
numerous other words are involved,” suggesting that instead of analyzing words in isolation their
mutual relationships need to be accounted for as well.

Two very important notions in the context of prototype theory include those of basic levels and
family resemblances. The basic level is related to the vertical axis of categorization which
distinguishes the level of inclusiveness of a particular category (e.g., mammal — dog — collie) (Evans
and Green 2006: 256), while family resemblances are related to the horizontal axis which “represents
contrasting categories which are included in the next highest category” (Taylor 1995: 46). Rosch et
al. (1976) showed that there was an optimal level of inclusiveness situated between superordinate and
subordinate categories, which also reflects the hierarchical organization of categories. This was
labeled the basic level which represents “the most inclusive level at which there is a cluster of shared
attributes” (Evans and Green 2006: 258), where attributes are understood as “the dimensions along
which different entities are regarded as similar” (Taylor 1995: 63). Additionally, the main
characteristic of basic level categories is that they “(a) maximize the number of attributes shared by
members of the category; and (b) minimize the number of attributes shared with members of other
categories” (Taylor 1995: 51). Elements on the horizontal categorization axis are understood to “share

a number of attributes and thus exhibit a degree of family resemblance” (Evans and Green 2006:
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267). This in turn reflects the idea of fuzziness when it comes to category boundaries, since elements
are linked through various degrees of family resemblance rather than being rigidly defined by a set
of necessary and sufficient features.

Smith and Medin (1981) also discussed the differences between the classical view of
categorization, the three versions of the probabilistic view (the featural approach, dimensional
approach, and holistic approach), and the exemplar view. As discussed above, the classical view is
based on the notion of defining features that render a category a strictly defined entity with rigid
boundaries. Smith and Medin (1981) saw the probabilistic view based on features, dimensions, and
holistic properties as a more suitable approach for the description of category structure. Namely, the
probabilistic approach is based on binary characteristics that are either present or absent (Antovi¢
2007: 113), and “it is the combination of these characteristics that determines whether a specific item
can be classified as a member of the category or not” (Stamenkovi¢ 2017: 40). Specifically, with both
the featural and dimensional approach, the concept is understood as “a summary representation [and
the features or dimensions are] only probabilistically related to concept membership” (Smith and
Medin 1981: 163). The holistic view, on the other hand, entails that the representation of a concept
poses as a “template whose cell values are probabilistically related to concept membership” (Smith
and Medin 1981: 164). Finally, the exemplar view entails that “the best exemplars represent patterns
for categorization — the more similar an item that is being categorized is to the pattern, the greater the
likelihood of it being considered the member of the category” (Stamenkovi¢ 2013: 42).

Apart from the abundant support of the prototype paradigm, the approach has also received a
certain amount of criticism. Namely, among others, Lehrer (1990: 369-370) stresses the fact that
lexicographers have been long aware of the fuzzy nature of categories, and also expresses a certain
degree of apprehension in relation to the comprehensiveness of prototype theory when applied to
lexemes other than nouns (Lehrer 1990: 373). Furthermore, Aitchinson (1990[1987]: 60-62) stresses
the problems of: (i) the diverse nature of attributes, (ii) the straightforward arrangement of those
attributes in a hierarchy, and (iii) the decision on the sufficient number of attributes. However, what
needs to be understood is that prototype theory is not a model of knowledge representation, but rather
a descriptive tool of how categories and their attributes are perceived by informants (Evans and Green
2006: 269).

In summary, owing to its more flexible approach to category structure, prototype theory
presents itself as a more suitable analytical tool compared to the more traditional componential
analysis. Still, the typicality framework also inherits some problems from its predecessor — first of
all, in terms of the arbitrariness of the list of attributes, as well as in relation to their complexity, as

many attributes can themselves be decomposed into more basic structures. Consequently, what needs
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to be stressed is the fact that an essential tool in the typicality toolbox still entails the development of
a list of attributes which can be highly arbitrary in some cases. Therefore, the somewhat obsolete
componential approach actually remains an important part of prototype semantics since some of the
diagnostic tools from the former paradigm have been retained in the latter, at least at the
methodological level. In turn, such a conclusion gives support to the fact outlined in Lipka (1992:
118), among others, who suggests that the two frameworks should be understood as complementary,
where the probabilistic nature of typicality effects serves to overhaul the more radical either/or

criteria of componential analysis.

2.1.2 NATURAL CATEGORIES, FAMILY RESEMBLANCE, AND BASIC LEVEL

Rosch (1973) explored the hypothesis that “the domains of color and form are structured into
nonarbitrary, semantic categories which develop around perceptually salient natural prototypes”
(Rosch 1973: 328). Namely, certain colors and forms appear to be more salient compared to elements
from other domains, in that certain areas of the color space are better exemplars of basic color names,
and salient forms can be linked to representative forms from Gestalt psychology. In effect, the process
of learning natural categories is expected to differ from learning artificial categories (Rosch 1973:
330).

In experiment 1, Rosch explored the process of category learning. The first hypothesis was
that focal colors and sets of elements in which focal colors appear as central “will be learned faster
than nonfocal colors and than unnaturally structured sets” (Rosch 1973: 332). The second hypothesis
tested in this experiment was that “focal colors would be learned faster than nonfocal even when the
focal colors were peripheral members of categories” (Rosch 1973: 339). The obtained results
provided support for the two hypotheses. Experiment 2 dealt with the learning of various geometric
forms, and the rationale behind this experiment was to explore the role of prototypes in domains other
than color, and to see whether a similar mechanism of categorization already identified in the category
of colors works with geometric shapes as well (Rosch 1973: 341). The obtained results showed that
geometric shapes “were influenced by natural prototypes in much the same way as color categories”
(Rosch 1973: 349). Based on these findings Rosch also offered an extrapolation of these relations to
other categories. The results from these two experiments suggest that domains other than geometric
shapes and colors may also reflect the overall organization typical of natural categories, and the
learning of category members in other domains may also be a function of central prototypes. In fact,
“semantic categories are learned and processed in a manner more similar to that of color and form
than to that of artificial categories” (Rosch 1973: 349).
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Building on the notion of family resemblances, Rosch and Mervis (1975) tested the hypothesis
that “prototypicality is a function of the total cue validity of the attributes of items” (Rosch and Mervis
1975: 573). In mathematical terms, cue validity is understood as “conditional probability —
specifically, the frequency of a cue being associated with the category in question divided by the total
frequency of that cue over all relevant categories” (Rosch and Mervis 1975: 575). Although at odds
with earlier interpretations of prototypes, where the notion of a prototype was understood as a
function of attributes, the principle of family resemblance offers a different perspective. Namely, “the
attributes most distributed among members of a category and least distributed among members of
contrasting categories are [...] the most valid cues to membership” (Rosch and Mervis 1975: 575—
576) of a category in question. The idea of family resemblances stems from Wittgenstein (1958: 32)
who defined them as “a complicated network of similarities overlapping and criss-crossing:
sometimes overall similarities, sometimes similarities of detail.” In effect, prototypes of one category
are those members that have family resemblance with other elements of the category, i.e., “with most
attributes in common with other members of that category” (Rosch and Mervis 1975: 576), and the
“least family resemblance to or membership in other categories” (Rosch and Mervis 1975: 575).

Experiment 1 dealt with superordinate category members and it tested the main hypothesis
that the degree of family resemblance between a target item and other category members would
correlate significantly with the ratings of prototypicality. The obtained results supported this
hypothesis. The authors also tested the prediction that the co-dependence between family
resemblance and prototypicality would be related to the structure of the semantic space in which
elements of the category are situated. The obtained results also showed that the level of family
resemblance yielded predictions of “the centrality of items in the semantic space generated by
multidimensional scaling of similarity ratings between items in the category” (Rosch and Mervis
1975: 584). Experiment 2 tested the hypothesis that the most prototypical members of superordinate
categories would have less family resemblances to members of other categories, i.e., “prototypicality
should be correlated with a measure of the dominance of a category over its members” (Rosch and
Mervis 1975: 585). The obtained results that showed strong positive correlations between dominance
of category membership and prototypicality levels supported the hypothesis. The following two
experiments dealt with basic level categories.

In the case of basic level categories cue validity is maximized. With subordinate categories it
is lower due to the fact that “they share attributes with contrasting subordinate categories” (Rosch
and Mervis 1975: 586-587), while with superordinate categories cue validity is again lower compared
to basic level categories. This is licensed by the fact that superordinate categories have “fever

common attributes within the category” (Rosch and Mervis 19775: 586). Experiment 3 tested the
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hypothesis that prototypicality ratings positively correlated with the degree of family resemblance
(Rosch and Mervis 1975: 587). Experiment 4 tested the hypothesis that prototypicality ratings
correlated negatively with “the degree to which an item possessed attributes which were also
possessed by members of contrasting categories” (Rosch and Mervis 1975: 587). The obtained results
again supported the initial predictions. The final part of the study dealt with artificial categories. In
experiment 5, the authors manipulated the degree of family resemblance of elements within a
category. The stimuli used were constructed out of strings of letters (and digits when needed), and
“three types of family resemblance structures were used” (Rosch and Mervis 1975: 592). The results
revealed faster learning, faster identification, and higher ratings of prototypicality for elements in the
case of category members with higher levels of family resemblance with members from their own
group. In experiment 6, the authors tested the prediction that more prototypical elements would not
overlap with contrasting categories. Namely, categories which the subjects had learned in the
previous experiment were now taught along with category members the attributes of which
manifested overlaps in some cases. The results showed that the “extent of overlap with a contrast
category serves to structure categories in which items did not previously differ in degree of family
resemblance and to influence the structure of categories in which items did previously differ in degree
of family resemblance” (Rosch and Mervis 1975: 598).

Overall, the results obtained in the previous set of experiments showed that prototypicality
was “a function of the cue validity of the attributes of items” (Rosch and Mervis 1975: 599).
Additionally, the results supported the hypothesis according to which the most prototypical members
have the greatest degree of family resemblance to members belonging to their own category, and the
lowest degree of resemblance to elements from overlapping categories. This was confirmed for
superordinate (experiments 1 and 2), basic level (experiments 3 and 4), and artificial categories
(experiments 5 and 6). The obtained results also have the following implications:

I.  the construct of family resemblance appears as a structural basis for prototype formation;
however, it needs to be emphasized that “the principle of family resemblance [...] is a
descriptive, not a processing principle” (Rosch and Mervis 1975: 600);

ii.  the construct of family resemblance offers support for the compatibility of cue validity and
prototype models (Rosch and Mervis 1975: 601). Namely, “empirically defined prototypes
of natural categories are just those items with highest cue validity” (Rosch and Mervis 1975:
601);

iii.  the construct of family resemblance is used as a basis for proximity scaling. The results from
the first experiment showed that family resemblance can be used to predict “the centrality of

items in the derived similarity space” (Rosch and Mervis 1975: 601). In other words, the
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greater the number of similarities between the target element and the remaining elements

from the same set, the more central the target will be “in a space derived from proximity

measures” (Rosch and Mervis 1975: 602);

iv.  the construct of family resemblance constitutes a part of the more general process of category
formation. As it has been shown in subsequent research (see Rosch et al. 1976), this is most
representative with basic level category members that are learned first;

v. the construct of family resemblance provides a link with the way children perform
classifications. Namely, the obtained results offer support for the idea that more attention
should be paid to “the development of the integration of complexive taxonomic categories”
(Rosch and Mervis 1975: 603);

vi.  the construct of family resemblance is more suitable than criterial attributes. Unlike the
traditional approach to the study of category structure which assumes that categories are
exclusively sanctioned by shared sets of attributes, the present framework offers empirical
support for Wittgenstein’s claims related to the construct of family resemblance.

Rosch et al. (1976) highlight the fact that the human categorization system is supported by
two main principles: (i) the principle of cognitive economy and (ii) the principle of perceived real-
world correlational structure (Rosch et al. 1976: 384; Evans and Green 2006: 255). The former entails
that humans are capable of identifying common traits based on which they can group elements into
categories, and it affects the level of inclusiveness. The latter, on the other hand, states that category
structure is constrained by the correlational structure of the world, which in turn reflects the
representativeness of a category. In effect, we can distinguish between the horizontal dimension of
categorization which has to do with “category distinctions at the same level of inclusiveness” (Evans
and Green 2006: 256), and the vertical dimension that refers to “the level of inclusiveness of a
particular category: the higher up the vertical axis a particular category is, the more inclusive it is”
(Evans and Green 2006: 256).

The basic level of categorization is defined as “the level at which categories carry the most
information, possess the highest cue validity, and are, thus, the most differentiated from one another”
(Rosch et al. 1976: 383). Moreover, basic level is the most inclusive, and it reflects the correlational
structure of the world (e.g., feathers will correlate with birds). Another important construct that Rosch
et al. (1976: 384-385) introduce is cue validity, where cue refers to specific attributes ascribed to
individual category members. Namely, this is a probabilistic concept where “the validity of a given
cue x as a predictor of a given category y [...] increases as the frequency with which cue X is
associated with category y increases and decreases as the frequency with which cue x is associated

with categories other than y increases” (Rosch et al. 1976: 384). In effect, the higher the cue validity,
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the higher the level of differentiation of the given category from other categories, and vice versa.
Apart from basic level categories, Rosch et al. (1976) also introduce superordinate categories which
contain fewer shared attributes compared to basic level elements, and subordinate categories which
“contain many attributes which overlap with other categories” (Rosch et al. 1976: 385).
Consequently, both superordinate and subordinate categories have lower cue validity compared to
the basic level. In those terms, basic level can also be understood as the “level of abstraction that
maximizes cue validity” (Rosch et al. 1976: 385).

In the first part of their study, through a series of four experiments Rosch et al. (1976) aimed
to provide additional experimental support for the construct of the basic level of categorization. The
first experiment was designed to test the hypothesis that “the basic level would be the most inclusive
level in a taxonomy at which a cluster of attributes, believed to be common to the class named, would
be listed” (Rosch et al. 1976: 390). Initially, participants were asked to provide a list of attributes for
specific representatives of nine common categories (musical instruments, fruit, tool, clothing,
furniture, vehicle, tree, fish, and bird); then another group of participants rated the most common
attributes obtained in the initial stage; and finally, a group of participants was instructed to provide a
list of attributes for objects listed in the first part of the experiment, only this time they were presented
as images. The results obtained from all three conditions supported the initial hypothesis.

The second experiment tested whether basic level members “require highly similar patterns
[and whether] these motor patterns serve as common attributes in the construction of categories”
(Rosch et al. 1976: 386). The experimenters first collected participants’ descriptions of “the body and
muscle movements which they made in interaction with objects” (Rosch et al. 1976: 393); then the
obtained descriptions of muscle movements were coded; and, finally, a score of motor movements
that can be understood as shared attributes at different levels of abstraction was calculated. The results
showed that there were only few motor movements shared between superordinate category members,
whereas there was a high number of motor movement descriptions collected from participants that
were common to basic level elements. Moreover, elements from the subordinate level differed neither
“in specificity of descriptions, [nor] in the number of common movements made to the object” (Rosch
et al. 1976: 398) compared to basic level members.

In experiment 3, the authors tested whether “the basic level of categorization [was] the most
inclusive level at which the objects of a class begin to look very much alike” (Rosch et al. 1976: 387).
Finally, the fourth experiment explored whether it was the basic level at which participants can “form
a mental image of some “average” member of a category” (Rosch et al. 1976: 387). In other words,
the final two experiments were designed to ascertain that the results obtained for the basic level

elements were invariant to the modality of experimental materials and stimuli; i.e., to ascertain that
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linguistic descriptions, lists of attributes, and object names did not bias participants in any way. In
effect, these two experiments tested whether “shapes of objects show the same correlational structure
as do attributes and motor movements” (Rosch et al. 1976: 399). For each basic level category
presented in the table approximately 100 pictures were collected. After extensive norming in order to
avoid bias and ensure the validity of the study (for details see Rosch et al. 1976: 400-401), the
researchers prepared a set of experimental stimuli in the form of traced “outlines of 64 normalized
pictured objects” (Rosch et al. 1976: 401). The results of experiment 3 showed a significant increase
in similarity of basic level elements compared to superordinate elements. Subordinate elements
showed a significantly smaller increase in similarity compared to the basic level. Results obtained in
experiment 4 showed that “basic level objects were the most inclusive categories at which objects

were readily identified” (Rosch et al. 1976: 405).

Table 2.1. Classifications of stimuli used in Experiments 3 and 4 (Rosch et al. 1976: 399)

SUPERORDINATE BASIC LEVEL
Clothing Pants, shirt, shoes, socks
Vehicle Car, truck, airplane, motorcycle
Animals Cat, dog, fish, butterfly
Furniture Chair, table, sofa, bed

In the second part of the study Rosch et al. (1976) investigated the implications of the
existence of basic level categories in a series of 8 additional experiments. Experiments 5 and 6 dealt
with cognitive representations, i.e., the authors tested the hypothesis that basic level objects could be
represented by an image. More specifically, these two experiments were designed to “bring together
two lines of research: analysis of the properties of categories at different levels of abstraction and
analysis of the nature of the cognitive representation generated by the category name” (Rosch et al.
1976: 412). In experiment 5, the participants first heard a word corresponding to a basic level category
member, after which they were required to identify a picture of an object from that category. The
initial cue to which they were exposed was expected to facilitate their performance in the task. The
obtained results showed that basic level categories indeed facilitate picture detection, superordinate
category members do not, while the contribution of subordinate level members was the same as with
basic level elements (Rosch et al. 1976: 409).

The same hypothesis was tested in experiment 6, using a priming paradigm in a matching task
with congruent/incongruent conditions. Participants were asked “whether the stimuli are same or
different [where] same can be defined to mean physical identity or category identity” (Rosch 1976:

409). The authors used two types of stimuli: (i) line drawings, where each drawing represented a
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typical or atypical member of a given superordinate category (e.g., vehicle (car, sled)). Moreover,
these drawings were “such general representations of the basic category that they could not be further
categorized at the subordinate level” (Rosch et al. 1976: 410); and (ii) color photographs, where the
authors used three images from the superordinate categories used in the previous experiment. The
dependent variable of interest was RT (reaction time), measured from the onset of the stimulus, and
participants were instructed to respond ‘same’ when the pair of drawings/photographs was physically
identical, and ‘different’ for all other combinations. In the case of line drawings, RTs were facilitated
by priming with basic level members, while priming with superordinate category names did not afford
such facilitation. Similar results were recorded in the case of color photographs. Moreover, the
difference in priming between basic level and subordinate category members was not significant.

Experiment 7 tested the hypothesis that “objects could be identified more rapidly as members
of their basic level category than as members either of their superordinate or subordinate category”
(Rosch et al. 1976: 414), and the obtained results offer support for this hypothesis. Namely, in
experiment 7 subjects first heard an audio recording of the object name, after which a picture appeared
on the screen in congruent and incongruent conditions. The participants’ task was to decide whether
“the picture was an object of the type named” (Rosch et al. 1976: 413) or not, and the relevant
dependent variable was reaction time. For true pairs, the obtained results showed that RTs were
shortest for basic level category names compared to both superordinate and subordinate category
names. Also, RTs for superordinate category names were shorter compared to subordinate category
names. With false pairs, a similar trend was identified for basic level category names, while the
difference between subordinate and superordinate names did not reach significance.

Previous research has revealed differences in categorization strategies between young
children and adults. Namely, while “adults tend to put things together taxonomically [...] young
children are likely to sort on the basis of complexive groupings — associations, stories chains, and
other nontaxonomic criteria” (Rosch et al. 1976: 414). Unlike previous studies where sorting was
performed only at the superordinate level, experiments 8 and 9 were designed to deal with
classifications at the basic level. The rationale was that the authors expected that “basic level sorting
would occur at the earliest ages and would be independent of superordinate sorting or of a child’s
ability to explain the categories” (Rosch et al. 1976: 415).

Experiment 8 dealt with children younger than 6-years-old, and it used an oddity problem
format. Namely, children were presented with triads of pictures and their task was to put together the
two pictures that were alike. The stimuli used included four categories of animals and four categories
of vehicles. The results showed that young children, including 3-year-olds, preformed similarly to

adults when it came to the sorting of images that could be classified into basic level category
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members. Sorting at the superordinate level, on the other hand, showed improvement with age (Rosch
et al. 1976: 419). In experiment 9, a standard sorting task was used. The stimuli were chosen from
four categories: clothing, pants, furniture, and vehicles. There was also an additional category of
people’s faces “added because of its intrinsic interest and attention attracting qualities to children”
(Rosch et al. 1976: 420). Similar to experiment 8, the results once again showed identical results for
all age groups when it came to basic level categories, while developmental changes were identifiable
only for stimuli that could be sorted only at the superordinate level. In all, the results obtained from
these two experiments show that the categorization of elements at the basic level is not conditioned
in any way by classifications at the superordinate level, and, furthermore, classification of elements
at the superordinate level appears to be a function of age. Additionally, children “are probably
engaged in learning the co-occurrence contingencies of their environment and probably categorize
on the basis of their knowledge of those contingencies” (Rosch et al. 1976: 422). In plain terms,
children perform constant statistical analyses of the elements in their environment (e.g., co-
occurrence of elements, causal relations, salience, etc.), and based on the available data which
accumulate and afford both more elaborate and more accurate judgements in the course of
development, are able to sort the items from their environment first at the basic level, and, later on,
at the superordinate level as well.

The final three experiments tested the implications of categorization theory for language. In
the first part of experiment 10, the participants were asked to name the object in the picture, while in
the second part the researchers tested whether the participants actually knew subordinate and
superordinate category names (Rosch et al. 1976: 423). The obtained results showed “total agreement
in the use of basic level names for 54 objects from nine taxonomies” (Rosch et al. 1976: 424), and
these findings were not constrained by either lack of knowledge about categories nor word frequency.
In experiment 11, the authors tested the hypothesis that in the course of language development,
children first acquire names of concrete nouns corresponding to the basic level. First of all, the
hypothesis was supported by a case study of language acquisition which showed that “all of the
child’s first utterances of concrete nouns in the nine most frequent categories in English were at the
basic level of abstraction” (Rosch et al. 1976: 426). Additionally, similar to the results obtained for
adults in experiment 10, children also used basic level names to name objects in the pictures.
Experiment 12 was designed to test the hypothesis that “basic categories are the most necessary in
language” (Rosch et al. 1976: 426). The study was conducted with speakers of ASL (American Sign
Language), and the results showed that the percentage of signs at the basic level was significantly

higher compared to both those at the subordinate and superordinate levels.
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Rosch et al. (1976) explored whether the results of typicality effects obtained in previous
research for natural categories could be replicated in the case of artificial categories, “purely as a
function of structural principles, when the frequency and nature of experience were controlled”
(Rosch et al. 1976: 492). In other words, the basic hypothesis was that typicality effects can be
isolated as a function of category structure, and would be invariant in relation to frequency and
presentation of stimuli in the learning process. Namely, previous research offers converging evidence
for typicality effects, and this has been obtained in studies dealing with (i) typicality ratings of items
(via questionnaires), (ii) order of learning, (iii) RTs in a category membership task, (iv) probability
that participants would list particular category member when asked to produce a list of members, and
(v) expectancies generated by presenting the category name. A conventional explanation of the
obtained effects was attributed to the frequency of items, and the frequency of occurrence together
with the name of the category. On the contrary, a recent study (Mervis et al. 1976) has shown that
neither individual item frequency nor cooccurrence frequencies have a significant effect. Namely,
Mervis et al. (1976) explored the relationship between goodness-of-example, item dominance, and
word frequency. While the first two elements showed significant correlations throughout, “none of
the correlations between word frequency and goodness-of-example were significant” (Mervis et al.
1976: 283); additionally, only two of eight correlations between word item dominance and word
frequency showed significance, which means that “word frequency is not correlated with typicality
ratings” (Rosch et al. 1976: 501).

In effect, Rosch et al. (1976) offered an alternative account based on category structure, and
they included the following types of structures discussed in previous research: (i) gestalt
configurations, (ii) mean values of attributes, and (iii) family resemblances. They used three types of
artificial categories: (i) dot patterns, stick figures, and (iii) letter strings. In experiment 1, all items in
a category appeared with identical frequency; in experiment 2, the degree of learning was the same
for all items; in experiment 2, they used priming to test expectancies generated from the presentation
of the name of a category. The obtained results showed that typicality effects identified in natural
semantic categories can be attributed to “category structure alone, without implementation from
frequency” (Rosch et al. 1976: 501). In other words, “structural relations of items in a category, even
when frequency differences are absent or contrary to structure, can generate the typicality effects that

characterize natural semantic categories” (Rosch et al. 1976: 502).
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2.1.3 CATEGORIZATION AND IDEALIZED COGNITIVE MODELS (ICMS)

Cognitive models play an important role in category formation and reasoning, and the
embodied nature of cognitive models facilitates the understanding of concepts (Lakoff 1987: 13).
Additionally, in the context of idealized cognitive models (ICMs), graded membership in categories
is licensed by ICMs containing a scale, centrality gradience appears as the outcome of interaction
between cognitive models, while family resemblance is based on the resemblance between ICMs
(Lakoff 1987: 13). One of the general aims of the theory of cognitive models was to bring the work
in the domain of categorization into a coherent paradigm (Lakoff 1987: 15).

The problem of strictly defined category boundaries proposed by the classical view of
category structure was first identified by Wittgenstein (1958: 31-32) who investigated the category
of games. Namely, members of this category need not have any properties in common, and yet they
can be attributed to the same category (e.g., poker vs. polo). When analyzing these categories, we can
identify an entire network of similarities at different levels (Wittgenstein 1958: 32). In order to
capture these similarities, Wittgenstein (1958: 32) introduced the notion of family resemblances
which highlight the fact that “there need be no single collection of properties shared by everyone in
a family” (Lakoff 1987: 16). Moreover, Wittgenstein (1958: 33—45) also stressed the fuzzy nature of
category boundaries, as categories are open to the introduction of novel members. The idea of fuzzy
boundaries has been elaborated in more detail in Zadeh (1965) and, more relevant for the study of
cognitive linguistics, in Lakoff (1973). Namely, working in the domain of set theory, Zadeh (1965:
338) also suggested that “the classes of objects encountered in the real physical world do not have
precisely defined criteria of membership,” and, in effect, he introduced the notion of a fuzzy set that
implies “a continuum of grades of membership” (Zadeh 1965: 339).

Appealing as prototype theory may seem at first, one very important constraint that needs to
be taken into account is that prototypicality effects identified in various experimental studies (e.g.,
Rosch et al. 1976; Mervis et al. 1976) do not actually reflect the representation of categories in the
human mind (Lakoff 1987: 43—44). Namely, the results obtained from, for example, questionnaires
used to rate prototypicality levels of various category members offer nothing more but participants’
assessments, i.e., their attitudes in relation to the goodness-of-exemplar of particular instances of a
category. These results can in no way be extrapolated so as to reflect interpretations of category
representation.

Specifically, when it comes to basic-level categories, Lakoff (1987: 47) argues that they are
basic in terms of perception, function, communication, and knowledge organization. Additionally,

basic level categories are “our earliest and most natural form of categorization” (Lakoff 1987: 49),
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while classical taxonomic categories develop later. This is supported by Rosch’s work on category
acquisition with young children (e.g., Rosch et al. 1976). Namely, at the age of three, children were
not very successful with superordinate sorting of experimental stimuli, while they performed
extremely well on basic level sorting. Additionally, at the age of two, children also form categories
that are governed by the same principles that guide the construction of basic level categories with
adults (Lakoff 1987: 49; Mervis 1984), and the process is constrained by three factors: (i) children
are unaware of cultural conventions that affect word meaning, (ii) children may perceive different
properties of category members as having different salience compared to the perception of adults,
and (iii) children may include false properties in their classifications (Lakoff 1987: 50). In other
words, apart from obvious contextual influences that can affect the process of categorization,
participants’ age also appears as a salient confound that needs to be taken into account.

Another important caveat is that basic level structure is constrained by correlation, in that “the
overall perceived part-whole structure of an object correlates with our motor interaction with that
object and with the functions of the parts (and our knowledge of those functions)” (Lakoff 1987: 50).
However, these functions are actively constructed through interaction, rather than being objectively
predetermined in some abstract manner. In plain terms, the attributes obtained from participants, and
those used in other studies are in no way inherent to category members, but rather represent a
snapshot, or a current cross-section taken at a certain point in time on a gradable, probabilistic
continuum of potential values. These interactional properties (i.e., attributes) “form clusters in our
experience, and prototype and basic-level structure can reflect such clusterings” (Lakoff 1987: 51).
Consequently, superordinate and basic level categories will demonstrate different properties (Lakoff
1987: 51).

In relation to basic level categories, in his review of Rosch’s work Lakoff (1987: 52-54) also
discusses the notion of cue validity, discussed above. To reiterate, categories are typically embedded
in systems and the process of categorization is conditioned by such systems. Since basic-level
category members are the most distinct in relation to other category members, they should “maximize
perceived similarity among category members and minimize perceived similarities across contrasting
categories” (Lakoff 1987: 52). As a result, the notion of cue validity was introduced, and it was meant
to capture the probability of an element being a member of a given category as a function of a certain
feature, dubbed a cue. In that sense, category cue validity was defined “as the sum of all the individual
cue validities of the features associated with a category” (Lakoff 1987: 53). Still, Lakoff (1987: 53)
also stresses the fact that other researchers suggested that if the notion of cue validity is based on
objective attributes, then it cannot be used to identify basic-level elements. To circumvent this

problem, we would require an approach that would include a psychologically defined notion of
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attributes, rather than the assumption that a set of objective attributes exist in the world. Still, such
attributes (i.e., cues) would not suffice for the identification of basic level elements (Lakoff 1987:
54). In effect, Lakoff (1987: 54) concludes that basic-level categories “are most differentiated because
of their other properties [and not only objective attributes], especially because most knowledge is

organized at that level.”

2.1.4 IDEALIZED COGNITIVE MODELS (ICMS)

Lakoff (1987: 68) defines ICMs as complex gestalts, structured by the following principles:
(i) propositional structure, similar to semantic frames, (ii) image-schematic structure, (iii) metaphoric
mappings, and (iv) metonymic mappings. The main idea behind the construct of ICMs is that they
are used to organize knowledge and that “category structures and prototype effects are by-products
of that organization” (Lakoff 1987: 68). Additionally, “any element of a cognitive model can
correspond to a conceptual category” (Lakoff 1987: 69). As an example of an ICM, Lakoff makes
use of Fillmore’s (1982) example bachelor. Namely, Lakoff (1987: 70) argues that bachelor can be
defined in relation to an ICM that includes a society with a monogamous marriage, and a certain age
of an individual. However, the ICM “does not fit the world very precisely [because] it is
oversimplified in its background assumptions” (Lakoff 1987: 70). Potential candidates for the label
bachelor, such as pope, Tarzan, or similar, do not constitute representative members of the category.

According to Lakoff (1987: 70), the degree to which an ICM fits our understanding of the
world can be graded from very well, to not at all. Moreover, if an ICM “in which bachelor is defined
fits a situation perfectly [...], then he qualifies as a member of the category” (Lakoff 1987: 70). One
potential problem stemming from the fact that such an account of ICMs characterizes only
representative members of a category is gradience. Namely, with such interpretation, the category of
bachelor does not appear to be gradable. Lakoff (1987: 71) proposes that one type of gradience is
licensed by the “degree to which the ungraded ICM fits our knowledge [...] about the world” (Lakoff
1987: 71). For instance, in the case of pope, we need to be able to compare the ICMs of bachelor and
pope and identify the differences and similarities between them. In other words, we need “the concept
of “fitting” one’s ICMs to one’s understanding of a given situation and keeping track of the respects
in which the fit is imperfect” (Lakoff 1987: 71). Consequently, the difference in the degree to which
our knowledge fits the ICM gives rise to gradience.

Another way in which ICMs can affect prototypicality is through cluster models. Namely,
ICMs can often combine “to form a complex cluster that is psychologically more basic than the

models taken individually” (Lakoff 1987: 74). One of the examples that Lakoff uses is the cluster
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model for the concept mother, which includes the following clusters: the birth model; the genetic
model; the nurturance model; the marital model; and the genealogical model. In general, these models
can sometimes compete with each other, and some might be omitted from the characterization of the
concept. Moreover, despite the interaction between multiple models, we still tend to identify one of
them as the most dominant. Additionally, Lakoff (1987: 76) discusses cases of compound expressions
(e.g., stepmother, foster mother, surrogate mother, etc.) which reflect the “lack of convergence of the
various models” (Lakoff 1987: 76). There are also sense extensions of the concept mother through
metaphor, which also implies the recruitment of multiple possible models.

Another special type of ICMs that Lakoff discusses includes metonymic models. These are
governed by the following generalized principles: if there is an ICM “with some background
condition (e.g., institutions are located in places), there is a “stands for” relation that may hold
between two elements A and B, such that one element of the ICM, B, may stand for another element,
A” (Lakoff 1987: 78). In more general terms, metonymic relations are based on contiguity between
elements (e.g., The ham sandwich just spilled beer all over himself, where the ham sandwich stands
for the customer). In the context of prototype theory, metonymy can be understood as a salient source
of prototypicality effects, insofar as a sub-category or a sub-model can be used to “comprehend the
category as a whole” (Lakoff 1987: 79), and the whole process is also licensed by metonymic ICMs.

One additional level of prototypicality in the category mother is facilitated by social
stereotypes — specifically the housewife stereotype. Namely, “social stereotypes are cases of
metonymy — where a subcategory has a socially recognized status as standing for the category as a
whole, usually for the purpose of making quick judgments about people” (Lakoff 1987: 79). Namely,
the housewife stereotype is often understood as a prototypical instance of the category mother, and is
typically contrasted with the concept working mother.

2.1.5 AD HOC CATEGORIES

Barsalou (1983: 211) introduced the notion of ad hoc categories, “created spontaneously for
use in specialized contexts.” Similar to common categories, ad hoc categories also have graded
structure, although they are not as well established in memory as common categories are. The notion
of graded structure has three main aspects which include the following: (i) some members are better
examples of a category than others, and this has been identified in all common categories addressed
in previous research (e.g., Rosch 1973; 1975; Rosch and Mervis 1975; Tversky 1977); (ii) there are
cases that are fuzzy, and participants find it difficult to make category-membership decisions; and

(iii) there are variations in the levels of similarity between elements that are not members of a
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category, and the concept of the category. Common categories also have “well established category
representations [and, in effect] retrieval is facilitated during testing because these structures provide
a network for locating presented information” (Barsalou 1983: 212). In plain terms, familiar,
entrenched structures of common categories, with marked hierarchical organization, will facilitate
both recognition and retrieval in various experimental settings.

Barsalou (1983: 212—-213) introduces the comparison network model that includes a similarity
comparison process and the spreading activation network. The former “computes the similarity of
two concepts in working memory,” while the latter “represents concepts and properties as nodes and
represents associations between concepts and properties as pathways that carry spreading activation”
(Barsalou 1983: 212). Similarity, in this case, is understood as a function of concept’s properties, and,
in line with Tversky (1977), the similarity between two concepts is higher when the number of their
shared properties increases, while the number of idiosyncratic properties decreases. In effect, graded
structure of a category is a result of “computing how similar the concepts for instances, unclear cases,
and noninstances are to the concept for the category” (Barsalou 1983: 212). Furthermore, this
conclusion is in line with the results from previous research that stresses high correlations between
typicality and family resemblances (e.g., Rosch and Mervis 1975).

In the spreading activation network concepts are associated to properties that are typical of
referents in the environment, and, also, association can exist both between properties and between
concepts. The strength of association is understood as a “function of how frequently and recently an
association has been active in working memory”’ (Barsalou 1983: 212). Network nodes become active
once the overall activation at a given node crosses the threshold. Barsalou (1983: 213) argues that the
presented network model supports the standard view of category representation, inasmuch as
common categories have both well determined concept-to-instance, and instance-to-concept
associations, as well as clearly determined category concepts (Barsalou 1983: 213). This is afforded
by frequent and recent activations in working memory. Moreover, in line with Barsalou (1982), not
all properties of a concept are always active, as there is a distinction between context-independent
properties that are always active, and context-dependent properties that are activated exclusively by
specific contexts (Barsalou 1982: 82).

In addition to accounting for characteristics of common categories, the comparison-network
model can also be used to account for ad hoc categories. One of the most marked differences between
common categories and ad hoc categories resides in the fact that, while common categories reflect
the correlational structure of the environment, ad hoc categories violate this structure. However, the
increased frequency of use of ad hoc categories can yield much stronger representations in memory,

akin to that of common categories. Barsalou (1983: 214) also stresses the fact that the presence of
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graded structure in ad hoc categories, and the varying degrees to which they might be established in
memory, indicates that the current theories need to be reexamined in order to include the mechanisms
that will account for these processes as well.

In order to test all the above predictions, Barsalou (1983) performed a series of four
experiments: (i) the first experiment explored the presence of graded structure in ad hoc categories;
(i) in experiments 2a and 2b the author compared typicality and production frequency for common
and ad hoc categories; (iii) in the third experiment Barsalou explored whether “retrieving instances
from ad hoc categories should be more difficult than retrieving instances from common categories
[and] whether the category concept of ad hoc categories should not be as accessible as those of
common categories” (Barsalou 1983: 213-214); and (iv) in the final experiment, the idea that it
should be easier to categorize elements into common categories that into ad hoc categories.

The first experiment showed high average agreement between participants across categories,
which shows that “ad hoc categories possess salient graded structure” (Barsalou 1983: 216).
Moreover, this experiment also revealed the presence of internal and external graded structure, and
“unclear cases led to less agreement for category membership but not for typicality” (Barsalou 1983:
216). But when unclear cases were excluded, the subjects’ agreement about category membership
was very high. Experiments 2a and 2b showed that identical similarity comparisons that facilitate the
construction of graded structures were used for both common and ad hoc categories, and that this is
not confined by how entrenched in memory a category is (Barsalou 1983: 218). Additionally, as
predicted by the comparison-network model, bearing in mind that the participants had had more
experience with common categories compared to ad hoc categories, they were able to “establish
stronger associations to these exemplars” (Barsalou 1983: 218). In other words, the two category
types “differ in the extent to which their concept-to-instance associations are established in memory”
(Barsalou 1983: 218). Consequently, stronger links between concepts and instances present in
common compared to ad hoc categories afforded faster access to instances of common categories.
However, even with frequent common categories certain individual instances may exhibit lower
degrees of category membership.

Results obtained in experiment 3 also reinforced the claim that concept-to-instance
associations for common categories are better established in memory compared to those of ad hoc
categories (Barsalou 1983: 221). Additionally, while ad hoc categories were “able to provide
organizational schemes for presented information [...] the concepts for these categories [...] were no
more accessible than the representations of random groups of words” (Barsalou 1983: 221).
Experiment 4 showed that instance-to-concept associations in memory are weaker for ad hoc,

compared to common categories. Namely, participants’ responses in relation to ad hoc categories
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were dependent on exposure to relevant contexts that activated (i.e., primed) the relevant ad hoc
concepts. In other words, “without context, the ad hoc categories were difficult to identify, and
subjects were highly variable in the categories they discovered” (Barsalou 1983: 223). With common
categories, on the other hand, context did not have any significant influence. Based on these results,
and the results discussed in Barsalou (1982), in a categorization task, “categories with strong instance-
to-category associations may be automatically activated, [whereas] categories weakly associated to
an instance [...] may be activated only in contexts that require use of the category” (Barsalou 1983:
223-224). Moreover, context-dependent categories are activated “only by the conjunction of the
instance and a particular context” (Barsalou 1983: 224), rather than only by the instance.

In all, the study showed that ad hoc categories also have graded structure, just like common
categories. Moreover, “the same similarity-comparison process appears to construct graded structure
in both common and ad hoc categories” (Barsalou 1983: 224), and this process is not conditioned by
the degree of category entrenchment in memory. However, differences in representations of the two
respective category types were identified, insofar as (i) concept-to-instance associations of ad hoc
categories were much weaker compared to common categories, which led to “slower instance
retrieval during exemplar production” (Barsalou 1983: 224), (ii) instance-to-concept associations
were also weaker for ad hoc categories, which also slowed down the categorization process, and (iii)
category concepts for ad hoc categories were not well-established, which made them far less
accessible compared to common categories. Barsalou (1983: 224) also suggests that with the increase
in the frequency of use, both instance-to-concept, and concept-to-instance associations may become
stronger even for ad hoc categories.

In the case of common categories, it is family resemblance (i.e., how similar a given category
member is to all other category members) that establishes the typicality level of a given category
member. In terms of the comparison-network model this means that with common categories “a
category concept is the average of all category instances and that an instance’s typicality increases as
it becomes more similar to the category concept” (Barsalou 1983: 225). Since ad hoc categories do
not conform to correlational structure, family resemblance did not have any effect, as ad hoc
categories “are structured by dimensions relevant to the goals the categories serve” (Barsalou 1983:
225). In other words, “people often derive categories while constructing plans to achieve goals”
(Barsalou 1991: 1), and “the nature of the category is principally determined by goals and [...] such
goal structure is a function of one’s cognitive models” (Lakoff 1987: 46). Additionally
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2.1.6 DYNAMIC CATEGORIZATION

Smith and Samuelson (1997) highlight the dynamic nature of categorization, where they claim
that “what is “known” in a real moment of knowing depends on the context” (Smith and Samuelson
1997: 162); furthermore, “different tasks and contexts seem to create different categories®” (Smith
and Samuelson 1997: 167). In other words, as opposed to the traditional theory of categorization that
postulates the existence of stable mental representations in long term memory that are accessed when
specific elements are encountered in real life situations, Smith and Samuelson (1997) argue that the
process is far more dynamic and it actually takes place online. Namely, the external factors that
influence category formation include “past history, present history [and] current input” (Croft and
Cruse 2004: 93). The crucial element in this framework “is a construal of immediate context,
including linguistic, perceptual, social, psychological aspects, including current goals and plans,
inferences and expected outcomes perceived causal relations, and so on” (Croft and Cruse 2004: 93).
The import of context is also supported by developmental studies where it was found that children’s
category judgments were similar to adults’, insofar as they were influenced by context and the nature
of the task (Smith and Samuelson 1997: 169). In other words, children’s categories were also
contextually variable, just like it was the case with adults (Smith and Samuelson 1997: 170).

The authors also highlight the import of immediate context in perception®, where they argue
that “the psychological object [...] is not itself a fixed entity [but it depends crucially] on the
surrounds” (Smith and Samuelson 1997: 172-173). Another evidence of the importance of context
comes from studies with memory tasks where it was found that different contexts of use of
polysemous words (e.g., jam) lead to different memories depending on the original context in which
the word appeared (e.g., jam in ‘traffic jam’, and jam in ‘strawberry jam’). Also, they report studies
where scuba divers learned lists of words while underwater, and were more successful in
remembering those words while performing the task underwater, i.e., in the immediate context in
which the initial learning had taken place®. In all, the authors conclude that “what we remember
depends broadly on the moment of learning and the moment of retrieval [and that] mental events are
naturally adapted to context” (Smith and Samuelson 1997: 173).

Smith and Samuelson (1997: 173) also stress the fact that “mental activity at any point in time

will be a mixed result of immediate input and just-past activity.” In plain terms, the initially

4 This idea is supported by Barsalu’s work on ad hoc categories (Barsalou 1983).

5 For instance, they list research on the influence of types of fonts on letter perception (Sanocki 1991), perceived similarity
of objects (Goldstone et al. 1991; Palmer 1989), and variability in the perception of wavelengths depending on the light
source (Halff et al. 1976).

6 For details see Godden and Baddeley (1980).
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encountered element, or percept, can influence our processing of the subsequent element. This is
reflected in the phenomenon of priming, where “the pattern of activity of the first item overlaps in
kind with the pattern underlying the perception of the second item and thus puts the second in a state
of partial activation and readiness” (Smith and Samuelson 1997: 174). Similar adaptation effects have
also been reported in different perception studies’. In summary, Smith and Samuelson understand
categories to be products of mental activity, and that they are conditioned by previous knowledge,
immediate previous activity and the input. In effect, categories created in this manner “will be
dynamically stable, adaptive and, given the idiosyncratic mix of past and present, inventive” (Smith
and Samuelson 1997: 181).

In line with Smith and Samuelson (1997), Croft and Cruse (2004: 93-95) also argue that
category boundaries are subject to individual, contextualized construal, and that, in effect, “the notion
of fuzzy boundaries [also] needs reexamining,” since “all the evidence for fuzziness involves
reactions to isolated lexical items, rather than construals in specific contexts” (Croft and Cruse 2004:
95). Namely, the dynamic construal framework proposes that the category boundary can indeed
remain sharp, while we can still “have various degrees of knowledge about a boundary [which is
licensed by the fact that] contextualized occurrences [of categories] involve a specific construed
reference point on a relevant scale” (Croft and Cruse 2004: 95). Moreover, the authors also argue that
even the construal of basic level category members is subject to individual construal (Croft and Cruse
2004: 96-97).

A now standard approach to the study of meaning assumes the integration of the determined
properties of the lexicon with the “apparently infinite flexibility of meaning in context” (Croft and
Cruse 2004: 97). However, Croft and Cruse propose a somewhat different approach according to
which both meanings and structural relations are constructed actively online, in specific contexts. In
that sense, Croft and Cruse (2004: 98) discuss the notion of interpretation, i.e., “contextually
construed meanings,” where the process is constrained by “the properties of linguistic expressions
[...], non-linguistic knowledge, information available from context, knowledge and conjectures
regarding the state of mind of hearers, and so on.” Furthermore, they list the following basic
constructs relevant for their approach to the study of meaning: contextualized interpretation, purport,
constraints, and construal.

While words in isolation have a certain semantic potential which will affect interpretations,
this semantic potential should be differentiated from the interpretations (Croft and Cruse 2004: 98—
99). As Croft and Cruse (2004: 99) put it, there is a vital difference between “the ‘deadness’ of the

7 For instance, straight lines appear as curved after the experimental subject has spent a certain amount of time staring at
curved lines (Gibson 1933); the quality of a sound can be manipulated so as the boundary between a vowel and a buzz is
shifted by repeatedly presenting the sound /a/ (Remez 1979).
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individual signs, in contrast to the vividness of the interpretations we construct,” and which are
necessarily constrained by the relevant background knowledge. When we are engaged in
communication, we immediately perceive the content of the message. What Croft and Cruse mean
by the interpretation is “what constitutes the focus of our attention at the moment of speaking” (Croft
and Cruse 2004: 100). Moreover, interpretations are viewed as Gestalts that are not deconstructable
into semantic features or any type of smaller building blocks, and any potential features that may
exist are also a matter of construal. Finally, the model is understood to have “an indeterminate starting
point (a purport) and a determinate end point” (Croft and Cruse 2004: 100). Purport is defined as “the
body of conceptual content” (Croft and Cruse 2004: 100) with which every lexical item is associated,
and it is affected by the previous encounters with the given lexical item in various contexts.
Consequently, purport is subject to constant updates, as “every experience of the use of a word
modifies the word’s purport to some degree” (Croft and Cruse 2004: 101).

Among the elements that can constrain the process of construal, Croft and Cruse (2004: 101-
103) list the following:

i.  human cognitive capacities, which are defined by the nature of our cognitive system (e.g.,

attention, memory, figure-ground structures, etc.);

ii.  nature of reality (e.g., some aspects of experience are easier to construe than others, such as
the presence/absence of certain attributes when describing items in the environment);

iii.  convention is manifested via two aspects. First, “the mapping between word forms and
regions of conceptual content” (Croft and Cruse 2004: 102), where differences in semantic
potentials between words are licensed by differences in their purports, respectively. Second,
purport constrains the number of possible construals, inasmuch as conventional constraints
are highly sensitive to context, and, in effect, they “may favor certain construals over others”
(Croft and Cruse 2004: 102);

iv.  context includes linguistic context, physical context, social context, and stored knowledge.
With linguistic context, Croft and Cruse (2004: 102) distinguish between the previous
discourse, immediate linguistic environment, and type of discourse. Physical context refers to
elements in the immediate surroundings. Social context refers to the type of a situation and
social relations between participants. Stored knowledge refers to the vast body of previous
experience that participants bring into the communicative situation.

The notion of construal is used in Langacker’s sense, and “it is by means of a series of
processes of construal that an essentially non-semantic purport is transformed into fully
contextualized meanings” (Croft and Cruse 2004: 103). In effect, construal obviously involves

multiple stages during which pre-meanings are constructed. Some of these stages take place parallel
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to each other, while others are realized in series. The process itself is subject to conventional
constraints that vary in strength. Namely, we can distinguish between weak constraints that give way
to most likely construals and “can easily be overridden by contextual constraints” (Croft and Cruse
2004: 104), and strong constraints which cannot be overridden that easily. Intermediate products of
the constraints can be understood as pre-meanings. Moreover, conventional constraints can be
influenced by the context, they can “operate at different levels of specificity” (Croft and Cruse 2004:
104), while some can be subject to revision, “but will govern some aspect of construal if there is
insufficient or no indication from the context as to required construal” (Croft and Cruse 2004: 104).

These are understood as default construals.

2.1.7 CATEGORIZATION AND CONTEXT

Further reinforcing the import of context outlined in ad hoc categories and dynamic
categorization, Ungerer and Schmid (2006) also argue that category structure is conditioned by the
context, and by the shared background knowledge that can be culture-specific and organized by
cognitive models. In other words, positions of prototypes in a category are not fixed, but are
susceptible to the effects of contextual variables. Ungerer and Schmid (2006: 45-46) offer the
following set of examples to illustrate how context (in this case minimal, i.e., sentence-level context)

affects the selection of the best exemplar from the category dogs:

I.  The hunter took his gun, left the lodge and called his dog.
ii.  Right from the start of the race the dogs began chasing the rabbit.
iii.  She took her dog to the salon to have its curls reset.
iv.  The policemen lined up with the dogs to face the rioters
(Ungerer and Schmid 2006: 45-46).

In the first example, the reader is most likely to evoke an image of a hunting dog (e.g., a
retriever), in the second an image of a greyhound, in the third an image of a poodle or Pekingese,
while the third example would most likely evoke an image of a German shepherd. So, while the most
prototypical image of a dog (without context) would probably be a retriever or a German shepherd,
given a specific context, the status of the central prototype is likely to alter. Moreover, even peripheral
members whose attributes are rendered very salient by the context can appear in more central

positions. In other words, “it seems that the context not only determines the choice of the category
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prototype, but that it also leads to an adjustment of the position of other category members” (Ungerer
and Schmid 2006: 46).

Croft and Cruse (2004: 93-95) also stress the fact that context can affect judgments of
category membership and category boundaries. For instance, when asked to decide whether a
cyberpet is a pet, most participants would not include it in the category. When the question is phrased
differently, and they are asked to decide whether a cyberpet is a real pet, the number of ‘no’ responses
will be even higher. However, suppose a psychologist is advising parents that getting a pet would
help their child, by saying: “I advise you to get her some kind of pet — even an electronic one might
be beneficial” Croft and Cruse (2004: 94). In this case, the explicit modifiers ‘some kind’ and ‘even’
actually serve to broaden the category boundaries, and participants have no difficulties in accepting
a cyberpet as a kind of a pet.

Roth and Shoben (1983) conducted a series of experiments in which they tested how context
would affect category structure. The first experiment was designed to determine whether “context
can alter the relation between an exemplar and a category term” (Roth and Shoben 1983: 350). First,
they showed that different contexts in which a category term can be presented influence the
identification of anaphoric reference between the category term and its exemplar. Then they explored
in what way “context alters the degree of representativeness of exemplars of a category” (Roth and
Shoben 1983: 351). Specifically, three types of context were used: (i) context in which the exemplar
introduced in the critical sentence could be identified as a suitable referent of the category term, (ii)
context that eliminates the exemplar as a suitable referent of the category terms, and (iii) a non-
biasing, i.e., neutral context which was expected to demonstrate a similar effect to no-context
conditions. Each critical sentence appeared in all three experimental conditions. The dependent
variable of interest was reading time for critical sentences. The obtained results showed that the first
type of context, i.e., the positive biasing context, yielded shorter reading times for targets compared
to the neutral context; on the other hand, the second condition, i.e., the negative biasing context, led
to increased reading times. The effect was recorded for typical, as well as for atypical exemplars.
Overall, it was concluded that “context affects the representation of a category term” (Roth and
Shoben 19836: 356).

Experiment 2 was designed to test “how context alters the representativeness distribution of
exemplars of a category” (Roth and Shoben 1983: 357). The results showed that the presentation of
category members in context revealed a graded distribution of the goodness-of-example (Roth and
Shoben 1983: 362). Roth and Shoben (1983: 363) also argued that contextualized representations
most likely entail “that the entire GOE distribution is restructured based on the constraints imposed

by the context.” In experiment 3, participants were engaged in a verification task. Namely, category
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exemplars were presented in different contexts, and participants’ task was to decide whether these
exemplars were good representatives of category terms (Roth and Shoben 1983: 363). The dependent
variable of interest was response time. The results showed that relatedness to the representation of
the category conditioned by the context had an effect of the recoded response times, insofar as there
was facilitation for true items, and inhibition for false items (Roth and Shoben 1983: 369).
Additionally, the introduction of context overrides typicality effects identified for items in isolation.

Chaigneau, Barsalou, and Zamani (2009) conducted a series of three experiments that showed
that categorization decisions become more accurate when target items appear in the context that
includes the information concerning both the event and setting. The first experiment was designed to
determine whether the familiar categories stored in long-term memory are accessed more easily when
the participants are presented with the context and information about the event. The results showed a
pronounced effect of event information and context, insofar as participants who were not provided
with this information performed poorly in the main task. On the contrary, participants provided with
the relevant information “organized clusters around the a priori categories, and often described these
clusters correctly” (Chaigneau, Barsalou, and Zamani 2009: 86). Moreover, the authors concluded
that the familiar, i.e., a priori categories, were stored in long-term memory along with context of use
and event information. In experiment 2, the authors tested the importance of situational information
for the categorization task. The results showed that the more relevant situation information was
available “the likelihood of accessing the a priori categories increased” (Chaigneau, Barsalou, and
Zamani 2009: 89). In the third experiment, the authors addressed the relationship between situational
information and inference. The experiment included three conditions: (i) manipulation of the object,
where participants were given the five elements from a catapult system (also used in the previous two
experiments) organized randomly, (ii) manipulation of the context, where the participants were
presented with the assembled catapult system, but were not shown how the system worked, and (iii)
manipulation of the event, where the participants could see how the assembled catapult system
worked (Chaigneau, Barsalou, and Zamani 2009: 89-90). The results suggested that appropriate
“situational information for one system was sufficient to access the a priori categories, such that the
information produced for them was near optimal” (Chaigneau, Barsalou, and Zamani 2009: 89).
Additionally, the introduction of “relevant events from static assembled systems appears to benefit
from viewing multiple systems, rather than only viewing one” (Chaigneau, Barsalou, and Zamani
2009: 89).
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2.1.8 SECTION SUMMARY

In summary, in the present section we highlighted the main differences between the traditional
understanding of categories, in terms of rigid structures with strictly defined boundaries, and the more
recent probabilistic view, where category membership is a matter of a graded continuum, and fuzzy
sets. Eleanor Rosch and her associates (e.g., Rosch et al. 1976) introduced the notions of family
resemblances (referring to the horizontal axis of categorizations) and basic level (referring to the
vertical categorization axis), which were tested in experimental setups. George Lakoff (1987)
introduced the construct of idealized cognitive models (ICMs) in order to shed more light on the
nature of categorization. ICMS are understood as gestalt structures that organize category structures
and our knowledge.

Lawrence Barsalou (1983) introduced the notion of ad hoc categories that are constructed
spontaneously and show a high degree of contextual dependency. Barsalou also showed that ad hoc
categories do not reflect correlational structure, i.e., they do not conform to the notion of family
resemblances. Rather, their construction is driven by the communicative goals. Smith and Samuelson
(1997), and Croft and Cruse (2004) discuss the notion of dynamic categorization, and the importance
of context for categorization. Namely, category formation, and judgments regarding category
membership can be influenced by a range of contextual variables. Ungerer and Schmid (2006), Roth
and Shoben (1983), and Chaigneau, Barsalou, and Zamani (2009) further explore and highlight the

influence of context on categorization.
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2.2 CONTEXT

In the present section we review some of the more relevant approaches to the study of context
in the domain of (cognitive) semantics, pragmatics, and psychology. Seeing that this is a very
complex, multi-faceted, and multi-dimensional phenomenon, we approach it accordingly, from an
interdisciplinary perspective. Namely, we begin the discussion with the overview of Katz and Fodor’s
work on the structure of a semantic theory and emphasize the methodological importance of their
early work. Then we move on to Frank Palmer’s overview of the relevant approaches to the study of
context, after which we proceed to the more thorough elaboration of the notion of context of situation
as introduced by J. R. Firth. After this, we continue with the overview of the notion of context from
the perspective of John Lyons, which is followed by the treatment of context in the domain of
pragmatics. In this section we start with an overview of the study of context from The Oxford
Handbook of Pragmatics, written by Anita Fetzer, after which we discuss the treatment of context in
the work of Jacob Mey, Stephen Levinson, John Gumperz, Peter Auer, and Goodwin and Duranti.

After the overview of some the more important work in pragmatics, we turn to Ungerer and
Schmid who view context as a mental phenomenon in cognitive linguistics, and van Dijk who
approaches context from a socio-cognitive perspective. Although hardly a novel idea, as the
importance of analyzing meaning construction against the background of a social situation has been
present at least since the work of J. R. Firth, van Dijk does indeed stress the dynamic and multifaceted
nature of the phenomenon and even takes it a little further. Namely, relying on psycholinguistic
approaches to discourse processing, van Dijk moves to the constructs of mental models, and, more
specifically, situation models, and proposes that context be treated as a mental model. Consequently,
we continue this section with an overview of two relevant frameworks in the domain of discourse
processing — the event indexing model as proposed by Rolf Zwaan, Mark Langston and Arthur
Graesser, and the structure building framework of Morton Ann Gernsbacher. With this overview, we
will conclude the present section.

The role of contextualization, stages of the event indexing model, and mechanisms of
enhancement and suppression will be explored in more detail in the main experimental part of the
present study (sections 4 and 5). Namely, the role of contextualization will be explored in a semantic
priming paradigm, the possible roles of the mechanisms of enhancement and suppression in
experimental setups comparing the influence of congruent and incongruent contextualizations (i.e.,
congruent and incongruent primes), and the stages of the event indexing model will be addressed in
Experiments 5 and 6, where contextualization will be afforded by metaphorically structured

paragraphs containing homogenous metaphor clusters.
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2.2.1 EXCLUSION OF CONTEXT AND BOUNDARIES OF A SEMANTIC THEORY

Building on the methodological guidelines outlined in Chomsky’s Syntactic Structures
(2002[1957]), Katz and Fodor (1963) undertook a unique enterprise of defining the methodological
framework for the development and evaluation of a semantic theory. Although largely couched in the
generativist framework with remnants of ideas stemming from componential analysis®, their paper
The Structure of a Semantic Theory poses as an important landmark in the development of semantics
as a discipline (Geeraerts 2010).

At the outset of the paper, they define the projection problem that requires a set of rules that
“project the infinite set of sentences in a way which mirrors the way speakers understand novel
sentences” (Katz and Fodor 1963: 171). Furthermore, they maintain that a language user is able to
understand novel sentences based on the compositional nature of meaning, and in turn argue that the
solution to the projection problem needs to rely on such compositional nature of the speakers’
linguistic knowledge (Katz and Fodor 1963). Consequently, the solution to this problem is presented

3

in the form of an equation, where “synchronic linguistic description minus grammar equals
semantics” (Katz and Fodor 1967: 172).

Katz and Fodor (1963: 175-176) further argue that a proper semantic theory needs to account
for the following facets of speaker’s ability: (i) the speaker “can detect nonsyntactic ambiguities and
characterize the content of each reading of a sentence;” (ii) the speaker is capable of determining the
number of readings of a sentence by relying on semantic relations in the sentence, which in turn
enables him to eliminate potential ambiguities; (iii) the speaker is capable of detecting semantic
anomalies; and (iv) the speaker can paraphrase sentences. Their understanding of a semantic theory
entails that it needs to be (at least) able to describe and explain the interpretative ability of speakers
by accounting for their performance in relation to the previously listed facets. This, in turn, constitutes
the lower bound of a semantic theory. As a result, their approach can be understood as a formal,
interpretative account of semantic structure that still remains largely conditioned by the syntactic
content.

A further point that Katz and Fodor (1963) pursued is the effect of setting on speakers’
understanding of sentences, and they used this problem to set the upper bound of a semantic theory.
They formulated two kinds of theories, depending on how the concept of setting is understood. The

first kind of a theory of setting selection sees the setting as the nonlinguistic context in which the

8 Componential analysis is an approach that views word meaning “on the basis of a restricted set of conceptual building
blocks — the semantic ‘components’ or ‘features’” (Geerarerts 2010: 70).
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utterance occurs, whereas the second kind of a theory views the setting as the linguistic context in
which the utterance occurs (Katz and Fodor 1963: 178-181). However, both theories present certain
difficulties.

Namely, with the former, it is impossible to represent the entire extralinguistic, i.e., socio-
cultural context that would encompass all the knowledge that speakers have about the world. In the
case of the latter, it is expected that it can “disambiguate sentences and sequences of sentences which
form their setting in a discourse” (Katz and Fodor 1963: 180); however, bearing in mind that discourse
can be also understood as a single sentence in isolation, such a theory of setting selection can hardly
offer greater explanatory power than the theory of semantic interpretation. Consequently, the upper
bound of the semantic theory is placed “at the point where the requirements upon a theory of semantic
interpretation are satisfied” (Katz and Fodor 1963: 181).

Owing to the complexity of the concept of setting Katz and Fodor’s framework eventually
remained at the level of semantic interpretation. Also, it needs to be stressed that the notion of setting
does not place meaning out in the environment like it was the case with some contextualist
approaches® where it was confined to the interpersonal space and understood as a mere social
construction. Quite the contrary, Katz and Fodor’s model still preserves a mentalist conception of

meaning, inasmuch as it is interested in the processes that take place in the speaker’s mind.

2.2.2 NON-LINGUISTIC AND LINGUISTIC CONTEXT

Palmer (1976) begins his discussion about the non-linguistic context by emphasizing the
difference between sense and reference. Namely, sense has to do with relationships within language
(e.g., synonymy, homonymy, antonymy, etc.), while reference entails the relationship between
language and the extralinguistic world. Moreover, he stresses the fact that the term context of situation
(i.e., situational context) is typically used (Palmer 1976: 43).

There had been initial attempts to approach the problem of meaning by excluding context
altogether; namely, one of the arguments was that language users should be aware of all the possible
meanings of a sentence in isolation, before they are able to use it in specific contexts. In effect,
meaning was understood as invariant to contextual constraints. However, as discussed in Palmer
(1976: 44), this position is very problematic, as a decontextualized approach to the study of meaning
would afford but the ability to paraphrase one sentence as a function of another. Even if we were to

accept such a position, the problem of meaning would remain unresolved; in fact, “it might well be

® For a brief overview of contextualist approaches to meaning see Jackendoff (2002).
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argued that knowing that two sentences are similar in meaning is knowing they can be used in similar
contexts” (Palmer 1976: 44).

Another argument for the exclusion of context has to do with world knowledge. This is a
position promoted by Katz and Fodor (1963), where they stressed the fact that “the world of
experience must of necessity include the sum of human knowledge” (Palmer 1976: 44), and,
consequently, they opted for the exclusion of context (i.e., setting, in their terminology). However,
even if we were to limit the study of meaning to the study of sense relations alone, the same problem
arises, as “any kind of information can be the basis of a sense relation, and that sense, no less than
reference, ultimately involves the whole of human knowledge” (Palmer 1976: 46). Palmer also
discusses Bierwisch’s example of an ambiguous sentence: “John was looking for the glasses,” and
the anomalous sentence: “My typewriter has bad intentions.” Either the ability to understand multiple
readings of a sentence, or the ability to categorize it as anomalous necessitates the knowledge of the
world, since all instances of language use are contextualized, and cannot be accounted for by sense
relations alone. In other words, “there is no such thing in semantics as linguistic ability that is
unrelated to knowledge of the world” (Palmer 1976: 46).

The notion of context of situation involves two important names — Bronistaw Malinowski,
and John Rupert Firth. Although largely criticized for their behavioral approach to the study of
language, their contribution to the study of context was very important. For Malinowski, language
was “a mode of action not a countersign of thought” (Palmer 1976: 47). He based his conclusion on
the study he conducted in the Trobriand Islands. Namely, he noted that the polysemous nature of
certain lexical items used by the islanders could only be deciphered in concert with a specific context
of use (i.e., a situation in which a word occurs). Malinowski also discussed the notion of the pragmatic
efficiency of words (Malinowski 1946: 297) by which he referred to the specific situations in which
“vocal interchange is just a part of a job of work in hand, such as fishing, hunting” (Firth 1957[1935]:
30), or similar. However, one reason why we cannot fully accept his account is that he claimed that
the context of situation was more important when dealing with primitive languages. Obviously,
making a comparison between more or less primitive languages has no basis. The second reason is
that he did not manage to provide a systematic account of context that could be incorporated into a
more comprehensive semantic theory.

Unlike Malinowski, to whom context was more akin to a social process than to an actual level
of linguistic analysis, Firth saw context of situation “as part of the linguist’s apparatus in the same
way as are the grammatical categories” (Palmer 1976: 49). In other words, for Firth, context of

situation constituted a separate level of linguistic analysis, contributing to the overall construction of
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meaning. In effect, he offered a schematized structure of context of situation applicable to all language
events:
A. The relevant features if the participants: persons, personalities
Q) The verbal action of the participants.
(i) The non-verbal action of the participants.
B. The relevant objects.
C. The effects of the verbal action (Firth 1962: 9; Palmer 1976: 49).
This offers a generalized pattern for the structure of contexts of situations in different circumstances,
rendering them comparable. Moreover, note that Firth also included the non-verbal action of
participants, their personalities (which can be understood as a rough counterpart of individual
differences), the relevant objects (that constitute the setting of the event), as well as the effects of
communication (which reflects the intention that underlies all communicative acts).

While highly plausible, Firth’s framework has suffered a lot of criticism, and Palmer (1976:
50-51) highlighted some of the main arguments. Firstly, the position whereby context, as well as
grammar and phonology, offers equal contributions to meaning appears to be problematic at first,
since he was “using meaning in two different senses, one legitimate, the other his own idiosyncratic
usage” (Palmer 1976: 50). However, this criticism is not warranted, insofar as it is very difficult to
make a clear distinction between world knowledge and linguistic knowledge. In addition, the study
of meaning based on sense relations also “does not differ greatly in kind from grammar” (Palmer
1976: 50). Also, Firth did not believe it was possible to create a comprehensive theoretical model that
would provide a complete description of language; instead, he believed that all we could make were
“partial statements of meaning” (Palmer 1976: 51).

Unlike Malinowski and Firth, who saw context of situation as an important element in the
comprehensive account of meaning, for behaviorists, mainly Bloomfield, meaning could be
completely captured through the context of situation. Basing his definition on the stimulus-response
paradigm, Bloomfield defined meaning as the situation in which an utterance is made and the
response that the speaker was able to provoke with the hearer (Palmer 1976: 52). There is the well-
known example of Jack and Jill. Namely, Jill is hungry and asks Jack to bring her an apple. The initial
stimulus (hunger) motivates Jill to create a linguistic stimulus, which in turn causes Jack to react and
complete a non-linguistic action (presumably, he brings her the apple). Couched in the more
mechanistic, and perhaps even more tangible scientific environment, behaviorism still suffers from
the same shortcomings of the circularity of arguments that can be identified in conceptual approaches
to the study of meaning. Namely, the predisposing factors proposed in the context of behavioral

studies are just as elusive and escape proper empirical characterization just like conceptual structure.
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In addition to non-linguistic context, Palmer (1976: 92-101) also introduces the notion of
linguistic context, and states that it is possible to argue that “meaning, or at least part of the meaning
of some elements, notably words, is stateable in terms of their linguistic context” (Palmer 1976: 92).
Again, the extreme view proposes that the meaning of the word can be accounted for by the context
in which it appeared. This is based on the structuralist notion of word distribution and the mutual
dependence of elements within a lexical/semantic field. Also, a distinction is made between
syntagmatic relations (the horizontal axis, represented by collocations, idioms, etc.), where we “can
recognize the place and the order of categories” (Firth 1962: 5), and paradigmatic relations (the
vertical axis where elements can be substituted by synonyms etc.), “set up to give values to the
elements of structure” (Firth 1962: 5). A more moderate view is offered by Firth, for whom “meaning
was also to be found in the context of situation and all other levels of analysis as well [and who was
interested in] the mutual expectancy of words” (Palmer 1976: 94) rather than their total distribution.
In other words, Firth paid attention only to the relevant characteristics of linguistic and non-linguistic

contexts, rather than to those contexts in their entirety.

2.2.3 CONTEXT OF SITUATION

Firth’s framework incorporates the contextual theory of meaning, and prosodic phonology
(Oyelaran 1967: 434). Also, Firth departs from the structuralist paradigm and its dichotomies, and
proposes his own approach dubbed structural, rather than structuralist, which, in effect, combines the
theoretical and empirical approaches (Oyelaran 1967: 434-436). For him, “structural linguistics,
therefore, deals with meaning throughout the whole range of discipline, but it only does so within its

own circumscribed fields and exclusively in its own terms” (Oyelaran 1967: 436). More to the point,

“in the most general terms we study language as part of the social process what we
may call the systematics of phonetics and phonology, of grammatical categories and
of semantics are ordered schematic constructs, frames of reference, a sort of
scaffolding for the handling of events. [Moreover,] by means of linguistics we hope
to state facts systematically, and especially to make statements of meaning” Firth

(1950: 6).

In other words, Firth’s theory consists of multiple levels of analysis, neither of which is
ascribed any hierarchical advantage. Consequently, this affords a polysystemic approach in which
“any unit, i.e., phonological, grammatical, word, syllable, or sentence may be set up as the starting

point” (Bursill-Hall 1960: 127). In turn, any issue can be approached from multiple perspectives,
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without violating any prescribed abstract systems. Put differently, all levels of analysis are
“equivalent members in a hierarchy” (Bursill-Hall 1961: 165). Additionally, Firth’s work was largely
influenced by Malinowski. However, while for Malinowski “the context of situation [was] an ordered
series of events considered as in rebus,” Firth understood it “as a suitable schematic construct to apply
to language events, and that it is a group of related categories at a different level from grammatical
categories but rather of the same abstract nature” (Firth 1950: 43). Based on this, Bursill-Hall (1960:
130) suggests that the context of situation can be seen as “the means of assuring the renewal of
connection between the text, which is in itself an abstraction, and observable events in experience.'®”

Firth (1962; 1957[1948]: 144) does not deal with structuralist dichotomies (e.g., mind/body,
thought/word, langue/parole, etc.), but instead stresses the import of the social component of
communication instead. He also does not “follow Ogden and Richards in regarding meaning as
relations in a hidden mental process, but chiefly as situational relations in a context of situation”
(Firth 1962: 2). In effect, such a contextual technique is focused on the relationship of items “set up
as constituents of the situation itself” (Firth 1962: 3). Firth (1962: 3—4) makes reference to previous
work where a similar position had been advocated: “this study of what people say and what they hear
and in what contexts of situation and experience they do these things is properly the province of
linguistics” (Speech, p. 15, cited in Firth 1962: 4).

In line with such a contextualized approach to the study of language, there are two important
relations concerning text: (i) interior relations linked to the text that include syntagmatic and
paradigmatic relations discussed above, and (ii) situational relations that include ‘“the interior
relations within the context of situation [where] the text is seen in relation to the non-verbal
constituents and the total effective or creative result noted” (Firth 1962: 5), and the analytic relations
that hold between “parts of the text [...] and special constituents, items, objects, persons or events
within the situation” (Firth 1962: 5). In plain terms, there are various relations established between
the text and various elements (i.e., constituents) deemed relevant. In effect, Firth proposes that
meaning be split into multiple component functions, where each component is understood as
contextualized use of elements. In other words, meaning is understood as “a complex of contextual
relations, and phonetics, grammar, lexicography, and semantics each handles its own components of
the complex in its appropriate context” (Firth 1962: 6; Firth 1957[1935]: 19).

It is important to note that context of situation in Firth’s framework represents an abstract
construct and it includes both verbal and non-verbal categories that are mutually related. Moreover,
the context of situation “is not merely a setting, background, or ‘back-drop’ for the ‘words’” (Firth

1962: 7). The text is also an integral part of this context, “and is observed in relation to the other parts

10 Original emphasis.

53



regarded as relevant in the statement of the context” (Firth 1962: 7). In plain terms, context of
situation is seen as “a schematic construct for application essentially to typical ‘repetitive events’ in
the social process” (Firth 1962: 8). The relations between constituents in a particular context of
situation are determined by the following generalized schema:
A. The relevant features if the participants: persons, personalities
(iii)  The verbal action of the participants.
(iv)  The non-verbal action of the participants.
B. The relevant objects.
C. The effects of the verbal action (Firth 1950: 43; Firth 1962: 9).
Bursill-Hall (1960: 128) stresses the fact that the above schema encompasses interior relations, in
addition to which there are also exterior relations that include the following elements:
A. Economic, religious, social structures to which participants belong.
B. Types of discourse — monologue, narrative.
C. Personal interchanges — age, sex of participants.
D. Types of speech — social flattery, cursing (Bursill-Hall 1960: 128).

Firth (1962: 10-11) also stresses the importance of the contextualization of narratives, as
different types of narratives have specific characteristics. Moreover, identifying text “as a constituent
in a context of situation contributes to the statement of meaning since situations are set up to recognize
use” (Firth 1962: 11). Also, it is important to note that collocational restrictions do not constitute
context, but only represent the most frequent linguistic environment within which some words are
found in the sense of their mutual expectancy, which in turn reflects the above-described syntagmatic
relations. In plain terms, collocations of specific words “are statements of the habitual or customary
places of that word in collocational order but not in any other contextual order and emphatically not
in the grammatical order” (Firth 1962: 12). Moreover, meaning stated in terms of collocation is
completely different from contextual meaning “which is the functional relation of the sentence and
the processes of a context of situation in the context of culture” (Firth 1957[1951]: 195). In short,
Firth’s aim was to develop “a general linguistic theory applicable to particular linguistic
descriptions, not a theory of universals for general linguistic description'™ (Firth 1962: 21).

Firth (1957[1935]) begins his discussion of the study of meaning by discussing the Society’s
Dictionary and the three main principles that directly affect the study of semantics. Namely, these
include the following: (i) morphological classification of words; (ii) the import of context, where it
is stated that “the complete meaning of a word is always contextual, and no study of meaning apart

from a complete context can be taken seriously” (Firth 1957[1935]: 7); and (iii) the historical principle

11 Original emphasis.
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where meaning is understood as a function of diachronic changes. In the overview of previous studies
of the concept of meaning Firth mentions classifications that include “the true, original, and essential
meaning of a word, and [...] the many meanings it comes to have in application or use” (Firth
1957[1935]: 10). Moreover, some authors also distinguish between the following types of meaning:
(i) essential or central meaning, which is commonly understood as denotation, (ii) contextual
(applied) meaning, and (iii) the feeling (tone), which would be a rough equivalent of evaluative
meaning.

Further, he notes that even Ogden and Richards (1946) also divided the notion of meaning
into components that include intention, value, referent and emotion (Firth 1957[1935]: 10). He also
stresses that Richards introduced a multiple definition, where the meaning of pivotal words is
presented through systematic schematization, i.e., in “association with one another in a common
background of a fairly homogenous cultural context” (Firth 1957[1935]: 11). In the study of meaning
in the domain of historical change an important contribution was offered by Stocklein (1989, cited in
Firth 1957[1935]: 13) who distinguished between (i) “the particular influential context for the special
meaning, (ii) common quotation of the fixed context, [and] (iii) the use of the interesting word in free
combination.” Overall, taking into account other treatments of meaning in terms of historical change,
Firth (1957[1935]: 14) stresses that the emphasis had been made on “actual context, particular
stereotyped contexts, and social background.”

Firth also criticizes Bloomfield’s definition of semantics that incorporates both grammar and
the lexicon. Namely, Firth (1957[1935]: 16) proposes that semantics should be separated from the
formal grammatical description, and that it should be approached in terms of a “thorough contextual
study of meaning on sociological lines, unobscured by categories serving any other purpose.”
Following Bréal’s initial steps, it was De Saussure who was the first to make a clear technical
distinction between the diachronic and synchronic approach to the study of language. Namely, Bréal’s
Sémantique referred to historical changes in meaning, but he also introduced the notion of Sémiologie
that was supposed to “study the use and function of signs and words in the heart of our everyday life
in society” (Firth 1957[1935]: 17).

In addition to not following the historical, comparative approach to the study of meaning,
Firth (1957[1935]) also notes that his approach will not adopt a mentalistic position similar to that
outlined in Ogden and Richards (1946) who see meaning as a mental process contained in the
relationship between the referent and the symbol. Instead, his framework will be dealing with “the
interrelations of the terms of the actual observable context itself” (Firth 1957[1935]: 19). In turn, he
also suggests that “memory contexts or causal contexts” (Firth 1957[1935]: 19) can also be

understood in the context of the ongoing situation. Finally, he proposes that meaning be split up “into
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a series of component functions [where] each function will be defined as the use of some language
form or element in relation to some context” (Firth 1957[1935]: 19). Finally, meaning is understood
as “a complex of contextual relations, and phonetics, grammar, lexicography, and semantics each
handles its own components of the complex in its appropriate context” (Firth 1957[1935]: 19).

As a result, Firth also discusses phonetic contexts which can be viewed apart from the
“complete verbal, grammatical, or situational context” (Firth 1957[1935]: 20), since phonetic
elements constitute the first “bit of meaning we have dealt with [...] at the level of phonetic
understanding” (Firth 1957[1935]: 20). The framework also reveals additional influence of the
structuralist paradigm. Namely, Firth (1957[1935]: 20) explicitly states that the phonetic function of
a given element is reflected in “its use in contradistinction from other ‘sounds’; the phonetic value of
any sound is determined by its place in the whole system.” Also, Firth’s concern obviously lies within
the domain of the utterance, rather than the abstract, idealized notion of the sentence, thereby focusing
entirely on the concept of performance rather than competence (in the Chomskian sense, e.g.,
Chomsky 2002[1957]). A similar line of reasoning is outlined in Firth (1957[1948]: 144) where he
proposes that we should not approach the study of language from a predetermined perspective, but
should rather “look for systems in speech activity” and based on the obtained data formulate
descriptions and conclusions. Additionally, Firth (1957[1948]: 142) also mentions the well-known
nature/nurture opposition, and suggests that “you weave nurture into nature, and language and
personality partake of both and the expression of both.” In a similar fashion, morphological and
syntactic functions will constitute additional components of meaning in their respective contexts
(Firth 1957[1948]: 24).

The result of such an approach is reflected in the following five main functions:

Q) phonetic function, where sounds are situated “in the context and in the system of [...] the
phonetic structure of language” (Firth 1957[1948]: 26);

(i) lexical function, which describes why a specific word is used instead of its possible
substitutes. Moreover, “articulations and correlations and complexes of these have a
lexical function” (Firth 1957[1948]: 27);

(iii)  morphological function, where, for example, the past tense of a verb would yield “the
complex of articulation and voice correlation” (Firth 1957[1948]: 27) with a
morphological function;

(iv)  syntactical function, where based on the pronunciation of a given word we would be able
to “assess the syntactical function of intonation and place the forms in syntactical

categories [...] apart from any actual situation” (Firth 1957[1948]: 27); and
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(v) semantic function entails that once a word has been contextualized in a certain manner
(e.g., if it appears with a rising intonation) that can serve as an aid in identifying its
meaning.

Finally, the central construct of the framework is the context of situation, which incorporates
the participants, their utterances, and circumstances of the situation. Moreover, it can also include
individual cultural backgrounds of participants, i.e., “contexts of experience of the participants” (Firth
1957[1948]: 27). In effect, what Firth understands as semantics is the situational and experiential
enterprise described so far (Firth 1957[1948]: 27). Further elaborations of the process of
contextualization will fall into the domain of sociolinguistics, and the two main difficulties in this
domain include (i) how to classify and describe typical situational contexts within the more
encompassing cultural context, and (ii) how to classify and describe specific (afore mentioned)
linguistic functions in those situational contexts*2.

Starting with the idea of phatic communion, Firth discusses the force dynamic effects that
certain words (or utterances) can have on the interlocutor in a communicative situation. For example,
he proposes that the language used by the government and administration can be understood as “the
language of public guidance” (Firth 1957[1935]: 30). Also, in a judicial context, certain words can
appear as binding since they require that a specific course of action be taken. Another important
context where words afford a real-time force-dynamic impact is the language of evaluation. When it
comes to common narratives, or everyday conversation, what has been introduced at the onset will
necessarily build expectancies, i.e., anticipation, of the possible forthcoming content. Firth
(1957[1935]: 32) uses the concept “contextual elimination” which is roughly analogous to the notion
of suppression (in the sense of Gernsbacher 1989; 1997). Namely, situational context can aid in the
filtering of possible outcomes, i.e., it can constrain the range of possible expectancies. Finally, Firth
notes that the proposed framework is “an empirical, rather than a theoretical analysis of meaning. It
can be described as a serial contextualization of our facts, context within context, each one being a
function [...] of the bigger context and the contexts” (Firth 1957[1935]: 32) situated in the wider

cultural context.

12 For more details about the possible overall structure of a sociolinguistic theory see Firth (1957[1935]: 27-30).
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2.2.4 CONTEXTUALIZATION OF UTTERANCES AND KNOWLEDGE REQUIRED TO
ACHIEVE CONTEXTUAL APTNESS

Lyons (1977: 570-571) stresses the fact that any utterance is contextualized and, thereby,
influenced by a host of conditions that include, but are not limited to, the spatiotemporal component,
appearance and attitudes of various participants, preceding, ongoing and subsequent conditions, and
related events. Moreover, not all of these conditions are relevant in linguistic terms, as many
situations are constrained by cultural and social norms that are typical of, and restricted only to
specific communities. To be able to comprehend the “entirety” of meaning that an utterance contains
one needs to be aware of these extralinguistic norms as well. In effect, Lyons discusses the context-

of-utterance as a theoretical notion, where he claims that:

“context, it must be emphasized, is a theoretical construct, in the postulation of which
the linguist abstracts from the actual situation and establishes as contextual all the
factors which, by virtue of their influence upon the participants in the language-event,
systematically determine the form, the appropriateness or the meaning of utterances”
(Lyons 1977: 572).

But the main problem in formulating such a systematic framework is how to formulate the
“pre-theoretical, intuitive notion of context in a theoretically satisfying way” (Lyons 1977: 572). As
we review the relevant literature, we see that the positions concerning context have changed from
completely removing it from semantics into the domain of pragmatics, through complete exclusion
of context and the idea that any utterance inherently contains all possible readings in isolation (Katz
and Fodor 1963), to the position advocated by Firth, where context is understood as a separate level
of linguistics analysis, and his entire semantic theory revolves around the notion of context.

In relation to the type of knowledge a speaker needs to possess in order to produce and
decipher “contextually appropriate and comprehensible utterances” (Lyons 1977: 573), Lyons refers
to Hymes (1971) and the notion of communicative competence that includes “a person’s knowledge
and ability to use all the semiotic systems available to him as a member of a given socio-cultural
community” (Lyons 1977: 573). Lyons (1977: 573-591) pays special attention to the question raised
in Hymes (1971: 285-286) that has to do with whether and to what degree something is appropriate
(i.e., apt) in a given context. Accordingly, Lyons’ (1977: 574) model of language-competence deals
with the knowledge of “an ideal omnicompetent speaker.” The concept of omnicompetence in this
model includes both the Chomskian idea of the perfect mastery of a language in terms of well-formed
sentences, and the ability to make them contextually apt as a function of all relevant contextual

variables. This in turn involves a body of additional knowledge necessary to accomplish this feat.
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Lyons (1977: 574-585) discussed six types of knowledge or competence pertinent to the contextual
aptness of utterances, which include the following:

I.  Each participant needs to be aware of his role and status, where in terms of role we distinguish

between deictic and social roles, where social roles appear as culturally determined (Lyons

1977: 574-575).

ii.  Each participant needs to be aware of his location in space and time (Lyons 1977: 578).
iii.  Each participant needs to be able to categorize the level of formality of a situation (Lyons

1977: 580).

iv.  Each participant needs to be able to recognize the appropriate medium for communication

(Lyons 1977: 581).

v.  Each participant needs to be able to adapt his contribution to the communicative exchange in

terms of relevance (e.g., using an appropriate dialect) (Lyons 1977: 581).

vi.  Each participant needs to be able to make his utterance appropriate to the social situation

(Lyons 1977: 584).

The above list again clearly suggests that the scope of relevant elements goes well beyond
linguistic knowledge and interferes with the domain of sociolinguistics. Moreover, the grammatical
and semantic coherence of “text-sentences and text-fragments within a text” (Lyons 1977: 590) is
only one part of the solution to the problem of contextual appropriateness, and various situational
factors along with the co-text of utterances also need to be taken into consideration (Lyons 1977:
590). In effect, “a comprehensive theory of linguistic semantics will need to be based upon, or
include, a theory of contextual appropriateness” (Lyons 1977: 590), which in turn affords invaluable
insight into the social, expressive, descriptive, and interpersonal dimensions of meaning.

Lyons (1977: 607—613) goes on to discuss the contextual theory of meaning developed by J.
R. Firth that highlights the functionalist approach to the problem of meaning by stressing the social
function of language (Lyons 1977: 607; Firth 1957[1935]: 27). Namely, for Firth, every utterance
takes place “in a culturally determined context of situation” (Lyons 1977: 607). Additionally, in this
framework meaning is not constrained at the level of semantic analysis, but is rather distributed across
all levels of linguistic analysis, where “the meaning of each component [...] is described in terms of
its function as an element in the structure of units of the level above” (Lyons 1977: 608). In broader
terms, meaning is understood as “a complex of contextual relations, and phonetics, grammar,
lexicology, and semantics each handles its own components of the complex in its appropriate context”
(Firth 1957[1935]: 19). In effect, such a position reflects the componential approach to the study of

meaning evident in his framework.
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As Lyons (1995: 290-291) points out, based on the discussion of Grice’s framework of
conversational implicature, context has a dual role. Firstly, every utterance takes place within a
situational context, and, secondly, interlocutors need to rely on the contextual information in order to
be able to decipher the complete meaning, i.e., the meaning contained “over and above the
information contained in what has been said” (Lyons 1995: 291). Additionally, context is understood
as non-propositional (Lyons 1995: 292; Lyons 1977: 611), which is supported by the idea that the
bulk of knowledge activated in a communicative situation is practical, and stems from prior practical
experiences and interactions. Finally, Lyons stresses the fact that “in the construction of a satisfactory
theory of context, the linguist’s account of the interpretation of utterances must of necessity draw

upon, and will in turn contribute to, the theories and findings of the social sciences in general” (Lyons
1995: 292).

2.2.5 TREATMENT OF CONTEXT IN PRAGMATICS

2.2.5.1 MULTIPLE LAYERS AND TYPES OF CONTEXT

The study of context has drawn interest from many fields and disciplines, ranging from
computer science, to arts and humanities; however, the complex nature of the phenomenon has left it
largely underspecified, and typically only a specific, minute aspect of context is addressed in research
(e.g., Fetzer 2017: 261; Goodwin and Duranti 1992: 2). Fetzer (2017: 260) stresses the fact that
context is not only “a social construct but rather a dynamic sociocognitive construal feeding on the
contextualization of communicative action in general, and on the contextualization of communicative
acts in particular.” In effect, her overview of the study of context encompasses (i) a social and
sociocultural perspective, (ii) a text-anchored perspective, (iii) a cognitive perspective, and (iv) a
relational perspective. Bearing in mind that all these perspectives view context as a multilayered
construct, they include the notions referring to the nature of the communicative situation which
include the following: (i) intentionality, (ii) cooperation, and (iii) contextualization and indexicality
(Fetzer 2017: 261). Another important factor that needs to be taken into account is the fact that context
can be viewed both from the perspective of participants, and from the perspective of the analyst;
moreover, a static classification of types of contexts is insufficient to capture the dynamic complexity,
insofar as we also need to account for the novel information that appears online and which can affect
the structure of the current context (Fetzer 2017: 261).
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From the perspective of participants, “construal of context is reflected in negotiation-0f-
meaning sequences” (Fetzer 2017: 262), which entails a dynamic process constrained by participants’
perspectives. Additionally, communication is anchored to discourse, insofar as they activate
background contexts (or elements of background contexts) necessary for communication. This can
be achieved via deictic expressions, quotations, contextualization cues'®, or conversational
implicatures (Fetzer 2017: 263). Fetzer (2017) also distinguishes between production- and
perception-based construal. Namely, it is important to note that participants “construe local context
against the background of prior conversational contributions, and they co-construct local context for
upcoming contributions” (Fetzer 2017: 264). Also, in relation to the production-based construal, an
important distinction is made between the notions of subjective context and individual context.
Namely, individual context can be idiosyncratic, inasmuch as it includes a single participant, while
the subjective context typically involves a set of beliefs shared within a community and it “is
negotiated by the participants in and through the process of communication” (Fetzer 2017: 264). With
respect to reception-based construal, it is important to understand that “speakers intend hearers to
construe certain contexts” (Fetzer 2017: 265). The invocation of such contexts can be achieved
through social deixis, style, or register. It is important to note that invocation, or activation of contexts
is sanctioned by the fact that language appears in the social environment and the choice of linguistic
content is not arbitrary, but rather meant to convey the communicative intent of the speaker. Finally,
context is also understood as an interactional construct. Namely, “context is negotiated in so far as
the interactants refer to context, import it, and invoke it through their contributions” (Fetzer 2017:
267), where they can either agree or disagree with the content that has already been activated, and
choose whether they will be aligned or not with a particular construal of context. Moreover, this
interactional approach affords the possibility of multiple construals (e.g., by the speaker, hearer and
the audience, depending on the situation and the number of participants).

From the perspective of the analyst, Fetzer (2017) distinguishes between linguistic context,
cognitive context, and social and sociocultural context. Namely, linguistic context entails an actual
instance of language use ‘“delimited by a clause, sentence, turn, or text” (Fetzer 2017: 268).
Additionally, viewed from a parts-whole perspective, linguistic context (i.e., co-text) represents “a
relational construct composed of local and not-so-local adjacency relations” (Fetzer 2017: 268). The
realizations of specific grammatical constructions in a given context represent an utterance act, while
in turn, the utterance act “counts as a move within the game of producing and interpreting speech acts
in context” (Fetzer 2017: 268). Interpretation and production of utterance acts is rooted in all levels

of linguistic analysis, ranging from phonology and morphology, through syntax and semantics,

13 See Auer (1991; 1996; 2009) and Gumperz (1991), this section for details.
61



ending with pragmatics. The relational nature of linguistic context can be identified in all levels of
analysis.

In the discussion of cognitive context, Fetzer starts by presenting the main ideas outlined in
Bateson (1972), where context is understood as “the gestalt-psychological distinction between figure
and ground and the related concepts of frame and framing” (Fetzer 2017: 270). Moreover, Bateson
(1972: 186) insists that both frame and context constitute psychological concepts. For Bateson (1972:
187) psychological frames can be both inclusive an exclusive; namely, “by including certain
messages (or meaningful actions) within a frame, certain other messages are excluded” (Bateson
1972: 187), and, consequently, “by excluding certain messages certain others are included” (Bateson
1972: 187). Based on the notion that figure and ground are asymmetrical, “perception of the ground
must be positively inhibited and perception of the figure (in this case the picture) must be positively
enhanced” (Bateson 1972: 187). In effect, the apparent opposition between the notions of concomitant
inclusiveness and exclusiveness is resolved (Fetzer 2017: 270-271). Moreover, “a frame is
metacommunicative [inasmuch as] any message, which either explicitly or implicitly defines a frame,
ipso facto!* gives the receiver instructions or aids in his attempt to understand the messages included
within the frame” (Bateson 1972: 188). The notion of frames and framing will be of great import for
the present research and will be discussed in more detail in the forthcoming sections.

In the framework of Relevance Theory (Sperber and Wilson 1995), context is also understood
as a multi-layered construct (Fetzer 2017: 271). Namely, in their mutual knowledge hypothesis
(Sperber and Wilson 1995: 15), context is defined as “a psychological construct, a subset of the
hearer’s assumptions about the world. It is these assumptions, of course, rather than the actual state
of the world, that affect the interpretation of an utterance.” Defined in this manner, context is not
restricted to the immediate physical setting nor the immediate linguistic information that has already
been introduced into the discourse; instead, speakers’ beliefs, expectations, or even predictions can
be incorporated as integral elements of the context. With the aim of providing a more specific
definition of the concepts of shared information and mutual knowledge, Sperber and Wilson (1995)
also introduced the notion of cognitive environment. Namely, the basic premise is that our
representations of the physical environment will differ as a direct function of perceptual and cognitive
abilities. In effect, despite the fact that the objective physical reality is the same, individuals’ cognitive
environments will show differences. As a result, “an individual’s total cognitive environment is a
function of his physical environment and his cognitive abilities” (Sperber and Wilson 1995: 39).

Finally, based on the discussed data relating to cognitive context that is understood as multilayered,

14 Original emphasis.
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Fetzer (2017: 272) concludes that it “is indispensable for language production, language processing,
and inferencing.”

Social context typically includes a communicative situation and it “is defined by deducting
linguistic context and cognitive context from a holistic conception of context” (Fetzer 2017: 272).
Sociocultural context is understood as ““a particularization of social context [... and ...] the categories
of speaker, hearer, and audience [...] denote interactional categories” (Fetzer 2017: 272-273). This
is conditioned by participants’ roles and hierarchical positions in the social network, and in different
communicative settings. As a result, the concept of common context is very important as it allows the

participants to establish a common ground, thereby facilitating communication.

2.2.5.2 CONTEXT AS ADYNAMIC CONSTRUCT

In his treatment of context as a dynamic construct, Mey (2001: 39) defines it as “the
continually changing surroundings in the widest sense, that enable the participants in the
communication process to interact, and in which the linguistic expressions of their interaction become
intelligible.” He also stresses the import of the user’s viewpoint and the social context in which
interaction is taking place (Mey 2001: 6), as opposed to decontextualized, grammatical (i.e.,
syntactic) descriptions in isolation, thereby recognizing the vital role of context. Consequently,
anchoring context to individual users will necessarily yield a plethora of different contexts, as a
function of not only individual differences, but also larger-scale cultural differences. Context is also
far more than a simple aid in disambiguating reference — it also entails action and “understanding
what things are for” (Mey 2001: 41). Another important element is register which entails “the
linguistic resources that speakers have at their disposal to mark their attitude towards their
interlocutors” (Mey 2001: 41). In that sense, formal and informal registers, for example, can facilitate
the construction of different contexts owing to different manners in which speakers can express
themselves.

Language and, in effect, linguistic meaning also, is conventional in the sense that it is hedged
by syntactic conventions and the social context that is also subject to various societal norms. The
entire linguistic content activated in a communicative situation (e.g., deictic expressions, personal
names, causal relations, etc.) do not constitute simple objective facts, but rather represent elements
“forming part of a context they pragmatically determine and presuppose, and which reflect our ability
to compute out of utterances in sequence the contextual assumptions they imply” (Mey 2001: 44). In

purely pragmatic terms, the greatest import of context resides in the fact “that it allows us to use our
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linguistic resources to the utmost, without having to spell out all the tedious details every time we use
a particular construction” (Mey 2001: 45).

When it comes to reference, there is a difference between proper nouns (e.g., personal names)
and regular nouns (e.g., child, dog, cow). Namely, to be able to refer to a specific representative
labeled by a regular noun (e.g., dog), we need an indexical expression which represents “a particular
kind of referential expression which [in addition to its sense], includes a reference to the particular
context in which that sense is put to work” (Mey 2001: 54). Prototypical indexing devices in language
are deictic expressions, and they aid in defining “the contextual ‘coordinates’ of the utterance” (Mey
2001: 54) and, in effect, render the communicative exchange sensical. For instance, with adverbials
of time like ‘7 saw her last week’, the exact temporal reference is defined in relation to the time of the
utterance (Mey 2001: 55)*°.

In the domain of macropragmatics, Mey (1993) introduces the notion of co-text, as a step
towards the introduction of the notion of discourse and wider context. First of all, for a comprehensive
study of pragmatics to take place we need to move from micropragmatic contexts into the domain of
the more elaborate macropragmatics (Mey 1993: 181). This means that “rather than examining
isolated sentences or utterances, we consider those same sentences and utterances placed in the
contexts in which they belong, and from which they originally were culled” (Mey 1993: 181). Co-
text is understood as the section of a text that surrounds a particular sentence (or sentences) (Mey
1993: 184). To be able to fully grasp the meaning in a communicative exchange, “we must extend
our vision of co-text to context: the entirety of circumstances (not only linguistic) that surround the
production of language” (Mey 1993: 184).

Goodwin and Duranti (1992: 3) understand context as a juxtaposition of the focal event and
the “field of action within which that event is embedded,” where the focal event is the event that is
being contextualized. In other words, the context is “a frame that surrounds the event being examined
and provides resources for its appropriate interpretation” (Goodwin and Duranti 1992: 3). Also,
relying on Bateson (1972) the authors stress the fact that the analysis should be approached from
participants’ perspective — i.e., what should be of primary concern is the way the participants perceive
the ongoing situation or event. Additionally, context is understood as a dynamic construct which is
reflected in “the ability of participants to rapidly invoke within the talk of the moment alternative
contextual frames” (Goodwin and Duranti 1992: 5). Another way to describe context is through the
figure-ground distinction that can be recognized between the focal event and context. Namely, the
focal event is understood to be in the focus of attention, while the elements of context are pushed into

15 Similar conclusions can be made for the case of anaphoric expressions. For details see Mey (2001: 56-60).
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the background (Goodwin and Duranti 1992: 9). This also involves the activation of background
information (i.e., background knowledge), as well as its organization and understanding.
Concerning the structure of context, Goodwin and Duranti (1992: 6) refer to Ochs (1979) and
her four dimensions as follows: (i) setting (the social and spatial environment), (ii) behavioral
environment (body language and behavior used as framing devices), (iii) language context (context
prompted by the linguistic material), and (iv) extrasituational context (the activated background
knowledge). The analysis of context is also related to human interaction, most of all in relation to
face-to-face interaction (Goodwin and Duranti 1992: 22). Additionally, such an approach strengthens
the relationship between language and its social setting within which it takes place, and it highlights
the import of agreement that the participants are assumed to reach. The dynamic nature of face-to-
face interaction reinforces the dynamic nature of context. The authors again refer to Bateson’s (1972)
work and the importance of framing which is understood to provide “a prototypical example of

context” (Goodwin and Duranti 1992: 24).

2.2.5.3 STRUCTURE, CONTENT, AND DIMENSIONS OF CONTEXT

Auer (2009: 86) argues that context appears as the centerpiece of pragmatic investigation,
insofar as “linguistic utterances become meaningful through their relation to context(s).” Moreover,
the author aims to develop a set of criteria that would facilitate the evaluation and classification of

theories of context. Also, he stresses the fact that

“enumerating types of contexts is more of an illustrative or heuristic endeavor than a
theoretically rewarding or satisfying one. This is so because there is some justification
in the claim that basically everything can become a ‘context’ for a linguistic ‘focal
event’. The more interesting question surely is how this ‘becoming-a-context-for-
something’ is accomplished” (Auer 2009: 95; Auer 1996: 20).

Namely, most theoretical treatments of context did not deal with either its structure or content, but
instead rather analyzed the relationship between text and context (Auer 2009: 87). These theoretical
approaches can be classified according to three dimensions: (i) aspects of context presumably relevant
for pragmatic analysis (i.e., indexed features that can include the time and place and interlocutors),
(i) indexicals (e.g., deictic expressions), and (iii) the type of relationship identified between the
indexed features and indexicals, where the meaning of an utterance is conditioned by the context
(Auer 2009: 87; Auer 1996: 12).
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It also needs to be stressed that “the relevance of contextual factors for the understanding of
linguistic structures is not restricted to the case of deixis” (Auer 2009: 90). For instance, what is
indexed with social deixis is not an actual referent that exists in the physical world, but “a perceived
social relationship between the speaker and the addressee, or the referent, or all three” (Auer 2009:
88). Also, the idea of the semantization of pragmatics is also inadequate, in that the meaning of an
utterance actually represents “the joint achievement of both the speaker and his or her recipients to
make an utterance meaningful in its context of occurrence” (Auer 2009: 90).

Seeing that context needs to be approached as a wide notion, Auer (2009: 91; 1996: 16)
proposes the following five dimensions: (i) linguistic context (i.e., co-text), (ii) non-linguistic
elements (i.e., the situation in the physical sense), (iii) features of the social situation, (iv) elements
of interlocutors’ shared background knowledge (which go beyond the previous three dimensions),
and (v) the modality of communication. Linguistic context, or co-text has been identified as a
cohesive device, with the pronounced role of anaphoric and cataphoric expressions (Auer 2009: 91;
Auer 1996: 16). Moreover, cohesion can also be realized through syntax and prosody. Auer (2009:
91; 1996: 16) also notes the import of “intra-textual links between focal events and their co-texts”
that appear both with cohesion achieved through grammar, and with sequencing and linking of
conversational activities'®. In relation to the latter, adjacent pairs of activities appear as very
important, since “conversational activities (‘moves’) prestructure (to different degrees) the following
conversational slot with respect to speaker as well as activity selection” (Auer 2009: 91).
Additionally, focal events are connected to their linguistic context through “a relationship of
(immediate or mediate) adjacency on the same hierarchical level of text structure” (Auer 2009: 91).
The corresponding linguistic context for the given sign may also appear at the superordinate level,
which is the case when a larger sequence of activities provides the background (i.e., context) for the
focal event. The final component of linguistic context includes “the intertextual relationship between
texts produced on different occasions” (Auer 2009: 92). One possible realization of intertextuality
includes references (or quotes) from previous texts.

The second dimension, non-linguistic context, includes the physical surroundings and all
elements available to participants’ senses. The third dimension includes the social situation, i.e.,
participants along with their social roles and activities within which those roles are realized, and
which are in turn conditioned by those roles in the first place. Namely, basing his discussion largely
on Goffman (1986), Auer (2009: 93; 1996: 18) notes that a participant’s role “provides a context for

how this person is permitted to act.” Other important elements include the type of speech event and

16 The term focal event is also present in Goodwin and Duranti (1992: 3), where it is defined as “the phenomenon being
contextualized.” Moreover, for these authors, context entails the juxtaposition of the focal event and the action in which
the focal event is embedded.
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interactional roles, where the latter can be determined by the speech event. The fourth dimension
refers to participants’ common background knowledge which obviously overlaps to a great degree
with the previous three dimensions (Auer 2009: 94; Auer 1996: 18). For instance, background
knowledge in some cases may condition appropriate interpretation of utterances; also,
contextualization facilitated through social roles is dependent on participants’ shared background
knowledge. Auer (2009: 94) also notes that there have been attempts “to formalize restricted

components of this knowledge, using notions of schema, script, or frame.”

2.2.5.4 CONTEXTUALIZATION AND CONTEXTUALIZATION CUES

The position advocated by the theories of contextualization (as opposed to the structuralist
approaches) suggests that both the focal event and the indexicals that trigger the appropriate frames
obtain their interpretation as a function the corresponding context (Auer 2009: 96). Auer (2009: 96)
also stresses the fact that “coparticipants [...] not only engage in fitting their utterances into contexts
existing prior to and independent from their verbal and non-verbal activities” (Auer 2009: 96);
consequently, we need contextualization cues (in the sense of Gumperz 1982) which afford joint
availability of contexts to participants.

Gumperz (1982: 130) maintains that interlocutors approach the communicative situation
relying on their background knowledge, based on which they categorize the ongoing events, and
which in turn also build expectancies. Gumperz (1982: 130) argues that any utterance can be subject
to multiple interpretations, and what determines a specific interpretation is participants’ “definition
of what is happening at the time of the interaction.” The type of activity participants may be involved
in does not define the meaning of utterances, but rather constrains the set of possible interpretations
“by channeling inferences so as to foreground or make relevant certain aspects of background
knowledge and to underplay others” (Gumperz 1982: 131). Contextualization cues constitute
“constellations of surface features of message form [...] by which speakers signal and listeners
interpret” (Gumperz 1982: 131) the activity, semantic content, and the relationships between the
adjacent sentences. In other words, contextualization cues may refer to “any feature of linguistic form
that contributes to the signaling of contextual presuppositions” (Gumperz 1982: 131). Moreover,
contextualization cues acquire their meaning in context, and this is also often governed by social
conventions.

Auer (2009: 96) also introduces the notion of “the vagueness of contextualization.” Namely,
indexicals are understood to “underspecify the contexts they point to” (Auer 2009: 96), which also

stands for contextualization cues and common spatial (e.g., here) or temporal (e.g., then) deictic
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expressions. In effect, the link between the deictic expression (i.e., indexical) and the corresponding
entity is rendered ambiguous. An additional issue that has been identified is that multiple contexts
can be active at the same time, owing to the fact that participants can also switch from one available
context to another. Still, these contexts are claimed to be grounded in interactions as “co-participants
in an interaction are constantly engaged in making sure that they orient to the same (yet changing)
context(s), in which their acting will become meaningful” (Auer 2009: 97). In all, contextualization,
decontextualization and recontextualization appear as common phenomena. These processes suggest
that “participants may be engaged in processes of contextual transformation in which ‘focal events’
are separated from their original locus of occurrence and their indexicals thereby cut off from the
elements they had originally indexed” (Auer 2009: 98). Even a genre or a type of text can serve as a
contextualization device.

Auer (1991: 4) explains that for Gumperz contextualization entails “all activities by
participants which make relevant, maintain, revise, cancel... any aspect of context which, in turn, is
responsible for the interpretation of an utterance in its particular locus of occurrence.” In interaction,
linguistic cues afford the activation of various types of schemata corresponding to the type of
interaction (e.g., jokes, formal gatherings and addresses, quarrels, etc.), based on which participants
build expectancies. Another important element includes participant roles, which, for instance, can be
marked by code switching in multilingual environments, gender, hierarchical roles, etc. Interaction
between participants manifested through eye contact (or lack of it) or gaze direction can also play an
important role in contextualization. For instance, Auer (1991: 11) highlights the fact that previous
research on the role of gaze has shown that “speakers have to secure recipient’s gaze in order to
engage in the activity they are about to engage in, and that absence of recipient’s gaze can result in
recycled turn-beginnings.” Apart from the basic meaning contained in the linguistic material, another
important way of contextualizing information is afforded by prosodic features that provide “a good
deal of this additional semiotic material” (Auer 1991: 8). Additional extralinguistic features such as
gestures, mimics, and posture (Auer 1991: 13) also present possible cues for contextualization.
Typically, gestures and posture should be synchronized with gaze and prosodic features (Auer 1991:
17). All of the afore mentioned elements can also be used to signal transitions between different
contexts.

Unlike the structuralist and post-structuralist approaches to the study of context that mostly
failed at capturing its multidimensional, dynamic nature, by introducing the notion of
contextualization Gumperz reshaped it into a flexible construct that changes through time; moreover,

it is also understood as reflexivel’, inasmuch as “language is not determined by context, but

17 The reflexive view of context can also be found in Goffman (1986), in his work concerning frames.
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contributes itself in essential ways to the construction of context” (Auer 1991: 21; Auer 1996: 20). In
terms of its reflexive function, the purpose of context is to facilitate communication. In other words,
context is a dynamic product which is actively constructed by participants during their interaction.
This also includes the recruitment of the relevant schemas (or models) prompted by the immediate
cues. In other words, “language is not only a semiotic system the actual usage of which is determined
by the context; this semiotic system [...] is in itself also responsible for the availability of the very
context which is necessary in order to interpret the structures encoded in it” (Auer 1991: 22). Apart
from the already coded schemas available from long-term memory (i.e., background knowledge),
there are also potential emergent parameters of context (Auer 1991: 22) that may include completely
novel elements that had not been available before the interaction, or elements that had been concealed,
or not relevant.

What distinguishes Gumperz’s approach to the study of contextualization from previous
endeavors in the field is (i) focus on particular classes of contextualization cues, and (ii) naturally
occurring interaction as data. In relation to the former, researches have restricted the class of
contextualization cues to: “prosody, gesture/posture, gaze, backchannels, and linguistic variation
(including “speech styles”)” Auer (1991: 24). This constitutes the narrow approach to
contextualization cues and, in effect, it includes only non-referential and non-lexical
contextualization cues, excluding, for example, loudness, gaze, code-switching, and deictic
expressions. Namely, while deictic expressions “locate language in time and place, and therefore
construe the environment [...] in which interaction takes place [...] they do this by establishing points
of reference [and are understood as] referential means” (Auer 1991: 25). In relation to the latter, it is
imperative that research be conducted with naturally occurring data. This, consequently, increases
the ecological validity of the framework, and goes beyond the issue of competence, but rather
involves the study of contextualized, actual utterances.

To summarize once again, the narrow approach to contextualization entails a relationship
between the speaker, context (understood as a cognitive construct), utterance, and a specific
contextualization cue, and the process can be characterized by the form of the cue, temporal
relationship between the cue and the utterance, and the activated schema (Auer 1991: 25). One
important distinction has to do with the extent of context that is imported from prior experience, as
opposed to the context constructed during interaction which constitutes the emergent character of
context. As a result, Auer (1991) introduces the following three types of context schemata:

(i) those schemata “exclusively determined by participants’ intra-episode contextualization work”

(Auer 1991: 26), which in turn yield emergent contexts with sequences of interaction, schemata
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(i)

(iii)

that describe the relationship between participants, and speakers’ relationship to the active
information;

schemata that constitute default assignment. This involves institutionalized interactions where
participants’ roles have been predetermined by default; however, these can alter, and “the
maintenance of any “brought along” role constellation needs to be affirmed continuously, which
is done by contextualization cues” (Auer 1991: 27). In cases with no default assignment, social
roles can also acquire emergent properties;

the third group of context parameters includes the physical setting, time, and visible features of
participants. Moreover, deictic expressions and gestures also exhibit contextualizing effects.
While contextualization cues can foreground some elements, they cannot “substitute one
physical context for another” (Auer 1991: 27).

Additionally, contextualization cues can be categorized based on how they “are placed with

respect to the utterance to be contextualized” (Auer 1991: 28), and in that sense a distinction can be

made between external and internal cues. With external cues, we can distinguish between anticipatory

cues (positioned before the target utterance) and retrospective cues (positioned after the utterance).

On the other hand, internal cues appear as peripheral or non-peripheral. The former “occur at the

(initial or final) margin of but inside the contextualized unit” (Auer 1991: 28), and these are, for

instance, manifested via prosodic markers. The latter can be singular, recurrent, or permanent

contextualization cues. Singular non-peripheral cues can be manifested through a gesture concomitant

with the utterance; recurrent cues re-invoke the target context; while permanent cues can be

manifested through posture or body language.
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Auer (1991: 29-35) also lists the following five properties of contextualization cues:

1) Redundancy of coding and co-occurrence of cues. Namely, multiple cues can be activated

during interaction and all these cues at various level facilitate inferencing processes. Such
cooccurrences of cues are also synchronized; on the other hand, there is the case of the
cumulative use of cues, where they appear in sequences and each cue points “into a specific

direction of interpretation for the utterance in question” (Auer 1991: 30).

2) Non-referential character. Contextualization cues do not have a decontextualized, i.e.,

referential meaning; as a result, “contextualization cues and interpretation of the activity are

related by a process of inferencing, which is itself dependent on the context of its occurrence”
(Auer 1991: 30-31).

3) Contrastive vs. inherent meaning potential of cues. On the one hand, contextualization cues

“establish contrasts and influence interpretation by punctuating the interaction by these

contrasts” (Auer 1991: 31), where the information active in the local context is essential for



successful inferencing to take place. On the other, Auer (1991: 32) states that most cues have

“an inherent meaning base or meaning potential.” This inherent meaning potential “gives the

direction of an inferential process” (Auer 1996: 23).

4) Non-arbitrariness vs. conventionalization. Most contextualization cues have a twofold
function, insofar as they establish contrasts, thereby signaling the onset of new information,
and they also restrict the range of possible inferences. This inherent meaning potential can be
realized based on conventions'® (e.g., code switching between languages, prosodic
conventions, etc.), naturally (e.g., certain auditory and articulatory mechanisms, gaze, etc.),
or as a mixture of the two.

5) Double-indexing of context using a single cue. In certain cases, cues afford the activation of
two hierarchically organized context schemata. One of the schemata typically has to do with
turn taking or activity, whereas the other schema defines social roles. In effect, we are dealing
with “a double indexing of contexts at the two levels, which is done simultaneously with the
same cues” (Auer 1991: 35).

Gumperz (1991) discusses the notion of situated understanding and foregrounds the fact that
“social knowledge is part of the input that determines what we perceive as linguistic reality”
(Gumperz 1991: 50). In other words, he stresses the import of understanding how the interaction
between linguistic and social knowledge influences human action, where framing, i.e., the process in
which interlocutors categorize the ongoing events and information and classify them according to the
identified characteristics, plays a vital role. Namely, “inasmuch as frames constitute the ground
against which communication takes place, they significantly affect how communication is
interpreted” (Gumperz 1991: 42). Moreover, frames are highly dynamic constructs and they undergo
constant adjustments (Gumperz 1991: 42), and the way a situation is framed (i.e., a specific
viewpoint) “can have a significant effect on the interpretation of constituent messages” (Gumperz
1991: 43).

In addition to frames, Gumperz (1991: 42) also emphasizes the importance of

contextualization cues, insofar as

“conversational interpretation 1is cued by empirically detectable signs,
contextualization cues, and that the recognition of what these signs are, how they relate

to grammatical signs, how they draw on socio-cultural knowledge and how they affect

18 For instance, Gumperz (1991: 51) discusses the case of immigrants who tend to adopt the basic grammar of the new
language, while preserving contextualization conventions from their mother tongue; as a result, this can lead to
miscommunication, as such uses of contextualization cues will violate the entrenched expectancies with native speakers.
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understanding, is essential for creating and sustaining conversational involvement and

therefore to communication as such.”

In other words, apart from the semantic content of the message, extralinguistic features are just as
important for the construction of context, and the meaning of utterances in context. Contextualization
cues also affect inferential processes that are first identified at the level of grammar and prosody, and
then in turn yield the relevant implicatures (Gumperz 1991: 48). In that sense, it is important to note
that contextualization cues do not appear in isolation, but rather “cooccur with, are mapped onto or
are paradigmatically tied to, lexical signs” (Gumperz 1991: 51). Namely, contextualization cues are
indexical signs without explicit lexical form, which makes them “potentially [...] more flexible with
respect to the function they can serve” (Gumperz 1991: 50). Also, participants’ interpretation of the
ongoing events is conditioned by the available cues. This is also conditioned by the already available
cultural schemas, so, in effect, language and culture no longer have a unidirectional relationship, but
rather influence and shape each other. Finally, it needs to be reiterated that contextualization as an
overall process entails the conceptualization of the link that is established between the text and context
that views context “as an emerging, interactionally grounded achievement” (Auer 1996: 25).

In his reflections on contextualization cues Levinson (2003: 33) defines context as “a set of
propositions taken for granted by the participants.” Referring to the onset of Gumperz’s work,
Levinson highlights the import of prosodic markers that can serve as acoustic cues, and the idea that
utterances can actually have built-in instructions about the relevant contexts in which they are to be
interpreted. It is these two sides combined that afforded the notion of contextualization cues which
typically present “a prosodic trigger that in conjunction with lexical material will invoke frames and
scenarios within which the current utterance is to be interpreted as an interactional move” (Levinson
2003: 33). Some conventional elements that can be used to import the relevant context include, for
instance, presupposition triggers, honorifics, and contrastive stress. These devices are understood to
interact with the truth-conditional content of the utterance, thereby providing additional propositions

that constitute the background for interpretation.

2.2.6 CONTEXT AS A MENTAL PHENOMENON IN COGNITIVE LINGUISTICS

Ungerer and Schmid (2006: 47-48) discuss the various treatments of context in previous
research, which include the following: (i) the linguistic material that precedes the critical word or
sentence (in linguistics); (ii) a collection of background assumptions that make the utterance
intelligible (in pragmatics); (iii) the situation in which the utterance takes place (in discourse-based

approaches); and (iv) context of culture (in anthropological investigations). In cognitive linguistics,
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however, context is seen as a mental phenomenon (Ungerer and Schmid 2006: 47), and it needs to be
distinguished from the concept of situation (Ungerer and Schmid 2006: 48). Namely, Ungerer and
Schmid (2006: 48) treat “the ‘context’ as belonging to the field of mental phenomena, while the
‘situation’ refers to some state of affairs in the ‘real world’.” Individual words and phrases are
understood to activate the related cognitive categories (i.e., mental concepts), and the constructed
cognitive representation of the situation is what is understood as context. As Ungerer and Schmid
(2006: 49) stipulate, their treatment of context is not focused on the speech event within which an
utterance is taking place, but rather on the cognitive representation of that situation.

Such understanding of context involves (i) the retrieval of context-specific knowledge related
to specific categories, and (ii) the recruitment of related contexts stored in long-term memory (i.e.,
background knowledge). In effect, “cognitive categories are not just dependent on the immediate
context in which they are embedded, but also on this whole bundle of contexts that are associated
with it” (Ungerer and Schmid 2006: 49). These cognitive representations stored in long-term memory
are understood as cognitive models, and they refer to “cognitive, basically psychological, view of the
stored knowledge about a certain field” (Ungerer and Schmid 2006: 50). Ungerer and Schmid (2006:
50-51) list three main characteristics of cognitive models: (i) they are open-ended, insofar as they are
not exhaustive and can be elaborated further; (ii) they are interrelated and they can create networks
of mental models; and (iii) they are always active, to the extent that they are always recruited in the
process of meaning construction. Additionally, there is an active interplay between cultural models
and cognitive models. Cognitive models are confounded by culture-specific factors, while cultural
models constitute a special type of cognitive models. Just like cognitive models in general, cultural
models are also very dynamic and susceptible to changes. However, what needs to be stressed,
cultural models comprise a large body of shared background knowledge among members of a specific
community, and they can even have “an enormous influence on the conceptual structures of
categories” (Ungerer and Schmid 2006: 55). Such intercultural differences can also be understood as

the effects of context on a macro-scale.

2.2.77 SOCIOCOGNITIVE THEORY OF CONTEXT

Van Dijk (2008) aims “to provide a multidisciplinary account of the notion of context within
a broader theory of discourse” (van Dijk 2008: 26). When we approach a piece of text, what is
required for us to properly construct its meaning includes at least knowledge about grammar (i.e.,
linguistic knowledge), world knowledge, participants and their roles, use of deictic expressions to

identify place and time, and the wider context in which an utterance or a piece of text occurs (e.g.,
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participants in a political debate). In other words, this involves contextualizing the message and

deriving appropriate inferences based on the available information. In effect “understanding discourse

involves understanding text/talk-in-context” (van Dijk 2008: 3). “Contexts come in different sizes or
scopes, may be more or less micro or more or less macro, and metaphorically speaking seem to be

concentric circles of influence or effect of some state of affairs, event or discourse” (van Dijk 2008:

4), and context and events also demonstrate dynamic interaction. In plain terms, text and talk are both

constitutive of, and constituents of the contexts (van Dijk 2008: 4). In the domain of linguistics

context was initially only of marginal interest, especially with theoretical approaches focused

primarily on syntax (van Dijk 2008).

Van Dijk (2008) proposes a new multidisciplinary theory of context, with emphasis on the
role of context in language, society, culture, and cognition. The theory is based on the following main
tenets:

0] Context is understood as subjective participant constructs, insofar as participants resort to
their “subjective definitions of interactional or communicative situations” (van Dijk 2008: 16)
and their interpretations of the ongoing situations.

(i)  Contexts as unique experiences, owing to the unique individual construals by participants;
still, for successful communication to take place these individual construals need to be aligned
during interaction.

(iii))  Contexts as mental models, i.e., a special type labeled context models which “represent the
relevant properties of the communicative environment in episodic (autobiographical)
memory, and ongoingly control the processes of discourse production and comprehension”
(van Dijk 2008: 16).

(iv)  Contexts as a specific type of experience model. Namely, experience models are dynamic
models which guide perception and interaction and include the setting, participants, events,
actions, and goals (van Dijk 2008: 16).

(v) Context models are schematic. Namely, they include schemas of conventional, shared
elements (e.g., time, place, participants’ identities and roles, action, goals, or knowledge) that
facilitate interpretation. Depending on the input, these schemas can have various
configurations.

(vi)  Contexts constrain the production and comprehension of discourse. Understood as mental
models, contexts “control the processes of discourse production and comprehension, and

hence their resulting discourse structures and discourse interpretations” (van Dijk 2008: 17).
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(vii)

(viii)

(ix)

()

(xi)

(xii)

(xiii)

(xiv)

(xv)

(xvi)

(xvii)

(xviii)

(xix)

Contexts have a social basis. Contexts are understood as not only personal but also social,
insofar as that they have “an important intersubjective dimension that allows social interaction
and communication in the first place” (van Dijk 2008: 17).

Contexts are dynamic. This means that contexts are constructed online, and they undergo
regular updating and adaptations based on the available information.

Contexts are typically planned. Shared sociocultural scripts and schemata afford not only
planning but also anticipation of events in a communicative situation.

Context models have a pragmatic function, in that text and talk need to be adapted to the type
of situation and interaction.

Contexts and texts. Contexts understood as mental models are mainly implicit, and are
typically signaled or indexed instead of being fully expressed. Also, they can be discursive
and previous text can become a part of the relevant context.

Contexts and relevance. Namely, “a context model theory is at the same time a theory of the
personal and of the interactional relevance of the situation interpretations of participants” (van
Dijk 2008: 19).

Macro and micro contexts. Contexts can vary from one section of the communicative situation
to the next in that they can represent either micro- or macro-level situations.

Contexts as egocentric constructs. The egocentric perspective that we tend to impose on the
world dictates, for example, the use of deictic expressions that govern the construction of
contexts.

Opposition between the semantics and pragmatics of context. While semantics has to do with
determining reference, pragmatics, on the other hand, deals with the appropriateness of
utterances in the given contexts. Still, interaction between the two cannot be neglected.
Appropriateness. Participants’ contributions should be appropriate in terms of interactional
roles, type of discourse, level of formality, etc.

Types of contexts and genres. Different types of contexts are related to different genres; in
effect, we can apply various classifications (e.g., in terms of institutions, roles, goals, etc.).
Contexts are culturally variable, as we can identify “different appropriateness conditions for
discourse in different societies” (van Dijk 2008: 22).

Social and cognitive approaches to context. Van Dijk (2008: 22) understands context as
“subjective participant representations of communicative situations,” i.e., as a mental model
rather than the situation itself. Consequently, sociolinguistic approaches to the analysis of text
and talk require an additional component in the form of a cognitive interface, an idea also

outlined in Chilton (2005) and van Dijk (2005). Such an approach would license “an
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integrated theory of discourse and language use in general, and of context in particular” (van
Dijk 2008: 24).
(xx) A theory of social situations should pose as a more comprehensive framework which would

also include a theory of context as an integral part.

To reiterate, context is understood as a mental model, as opposed to the social (i.e., communicative)
situation. Another important distinction is that between text and context, where van Dijk (2008: 25)
introduces the notion of a “communicative or interactional episode [to mark] situated communicative
events.”

In terms of the relationship between context and cognition, van Dijk stresses the fact that
“language users are not just involved in processing discourse; at the same time they are also engaged
in dynamically constructing their subjective analysis and interpretation of the communicative
situation online” (van Dijk 2008: 56). An important theoretical construct that affords the
interpretation of context as a cognitive construct is that of mental models. “The crucial thesis of
mental model theory is that besides a representation of the meaning of a text, language users also
construct mental models of the events texts are about,” (van Dijk 2008: 58) and these models were
initially introduced and understood as “situation models” (van Dijk and Kintsch 1983: 11).
Specifically, situation models involve “the cognitive representation of the events, actions, persons,
and in general the situation, a text is about” (van Dijk and Kintsch 1983: 11-12). Additionally,
situation models also entail the recruitment of background knowledge related either to similar
situations or to more general knowledge from long-term memory (van Dijk and Kintsch 1983: 12).

Van Dijk (2008: 59) understands mental models as “starting points for the production of
discourse,” rather than simple interpretative tools alone, insofar as mental models are used to both
represent the ongoing events and serve as the starting points for the construction of “the semantic
representation of discourses about such events” (van Dijk 2008: 59). Moreover, mental models are
unique to each discourse participant, and comprehension is guided by both local contextual variables
and relevant knowledge structures available for recruitment. Also, “we [tend to] form more global
“macro” models from sequences of “micro” models of everyday experiences” (van Dijk 2008: 62),
and these generalized structures are created based on their relevance in everyday communication and
interaction. In that sense, another important element that licenses the construction of generalized
mental models resides in the fact that there are repetitive schemata that underlie the structure of
discourse; in effect, owing to the statistical distributions of such schemata, more generalized (almost
algorithmic) models can be derived. As a result, albeit the models appear unique to every individual,

these generalized, abstract schematizations on which they are based afford a required degree of
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overlap necessary for successful communication. In addition to the purely schematic and semantic
elements of context that license meaning construction, another vital component of context also
includes affective and emotional content (van Dijk 2008: 61; Figar 2013a, 2014a), rendering context
a multi-layered structure.

Building on the dimensions of time, space, causation, intentionality, and protagonist, outlined
as relevant dimensions of situation models in Zwaan and Radvansky (1998), van Dijk (2008) argues
that a more elaborate construct of model schemas also offers a blueprint against which the ongoing
situations are cross-referenced, so that the appropriate mental model from long-term memory can be
activated and adapted to the current situation or ongoing discourse. Van Dijk (2008: 66) also

EAN Y3

stipulates that such model schemas facilitate the search and retrieval of individuals’ “personal
memories.” From model schemas, van Dijk (2008: 66) moves on to experience models, where he
argues that everyday life is also navigated through a series of mental models which include the
following relevant components: time, locations, participants, causal relations, level (in terms of micro
or macro events), salience, relevance, goals or purposes, and intentions (van Dijk 2008: 66-67).
Namely, van Dijk (2008: 67) claims that mental models are suitable theoretical constructs for cutting

the continuous experience into discrete, analyzable components.

2.2.8 EVENT-INDEXING MODEL

Unlike schemata that are understood as “mental representations of stereotypical situations”
(Zwaan and Radvansky 1998: 162), mental models are linked to specific situations. In effect, the
difference between these two constructs can be understood as a type (schema) / token (situation
model) relationship (Zwaan and Radvansky 1998: 162). In plain terms, mental models, or situation
models are “mental representations of verbally described situations” (Zwaan and Radvansky 1998:
162), and in addition to constructing the representation of a text, readers also construct a
corresponding situation model (Zwaan, Langston, and Graesser 1995: 292). Moreover, the
construction of a coherent situation model is vital for text comprehension, and, in addition, it is
necessary to address the construct of situation models as multidimensional in order to afford more
comprehensive understanding of language comprehension in general (Zwaan and Radvansky 1998:
163). Graesser, Singer, and Trabasso (1994: 372) emphasize that when reading a text, “readers
attempt to construct a meaningful referential situation model that addresses the readers’ goals, that is
coherent, and that explains why actions, events, and states are mentioned.” Relying on the previous
work by van Dijk and Kintsch (1983), Zwaan and Radvansky (1998) also discuss a number of reasons

why situation models are necessary for text comprehension.
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Namely, the process of situation model construction is facilitated by the interplay of linguistic
and world knowledge, where anaphoric and/or deictic expressions, for example, may facilitate the
integration of sentences across larger sections of discourse, on the one hand, while, on the other, the
recruited background knowledge structures (or world knowledge) may yield the relevant context
against which the ongoing events are cross-referenced. Moreover, the understanding of texts is
conditioned by the situationally congruent content of sentences (i.e., all sentences need to describe
the same, or at least contextually related situations), insofar as the sequential order of sentences alone
does not warrant the construction of coherent situation models, since each sentence may introduce a
novel situation.

The import of successful integration of information across sentences has also been identified
in translation. Also, another factor that has been recognized to facilitate the construction of situation
models is domain expertise, insofar as individuals with higher domain-expertise have “fewer
problems constructing a situation model because they could assemble the model by retrieving relevant
knowledge structures from their long-term memory, whereas low-knowledge readers [have] to
construct the model essentially from scratch” (Zwaan and Radvansky 1998: 165). Additionally,
Zwaan and Radvansky (1998: 165) also note the importance of situation models in learning when
integrating information from multiple documents.

Finally, the fact that people are able to construct similar meanings of events that are invariant
in relation to the modalities in which they are presented (e.g., a written article vs. a TV report)
suggests that “readers construct a mental representation of the event itself rather than of the medium
that described the event” (Zwaan and Radvansky 1998: 164). Moreover, it is assumed that “we use
modality-independent cognitive procedures to construct these models” (Zwaan and Radvansky 1998:
164). For instance, Gernsbacher, Varner, and Faust (1990) conducted a study in which they explored
the relationship between language comprehension and general comprehension skills, as well as
individual differences that might be evident in this process. The results of one of the experiments
showed that “skill at comprehending linguistic media (written and auditory stories) is highly related
to skill at comprehending nonlinguistic media (picture stories)” (Gernsbacher, Varner, and Faust
1990: 440). Namely, they identified high correlations between experimental conditions in which
stimuli were presented in written, auditory, and picture modes.

In terms of situation model construction, Zwaan and Radvansky (1998: 165) distinguish
between the following three stages: (i) the current model that is under construction, (ii) the integrated
model (i.e., the ‘intermediary’ model), and (iii) the complete model. Namely, if we encounter a
written paragraph that contains a number of (coherent) sentences, the lexical and semantic content of

the first sentence prompts the construction of the current model containing the elements based on the
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first sentence. In the next stage, the content obtained from the second sentence is integrated with the
model that has already been constructed and is currently active in short-term working memory
(STWM). This process is repeated for each new sentence, until we encounter the final sentences in
the given chunk of discourse. Once the final sentence has been integrated, we are left with the
complete model. The complete model is also susceptible to further modifications, insofar as ““situation
models [can be] updated by forming connections between the current model and relevant aspects of
the integrated model in LTWM?® on five different situational dimensions” (Zwaan and Radvansky
1998: 167). Zwaan and Radvansky go on to discuss the nature of situation models in relation to the
event-indexing model.

Namely, Zwaan, Langston, and Graesser (1995: 292) introduced the event-indexing model
according to which the main elements of situations are events?® which can be indexed along the five
main situational dimensions: time, space, protagonist, causality, and intentionality. In effect, “the ease
with which an event can be integrated depends on how many indexes it shares with the integrated
model” (Zwaan and Radvansky 1998: 167). Consequently, “different pieces of text can require
updating of different features of the event index” (Traxler 2012: 204). In more technical terms, “the
event-indexing model makes the general prediction that the processing load during comprehension
varies as a function of the number of situational indexes shared between the currently processed event
and the current state of the situation model” (Zwaan and Radvansky 1998: 179). Zwaan and
Radvansky (1998) stress the fact that the number of indexes is not fixed and novel indexes can be
introduced if needed. Once new information is introduced, it is foregrounded, in that it maintains
“retrieval cues in STWM buffers to parts of the integrated model in LTWM?” (Zwaan and Radvansky
1998: 180), and such foregrounding can be licensed either by linguistic or world knowledge.
Moreover, the model is intended to deal with not only online meaning construction, but also
representations in LTWM. Additionally, the relevance of some of these dimensions is also supported
by research on discourse processing. For instance, Briner, Virtue, and Kurby (2012) found that
temporal and causal relations in a narrative are related, to the extent that “readers activate causal
inferences for both forward and backward causal relations,” (Briner, Virtue, and Kurby 2012: 71) and
that “backward causal relations are processed more slowly than forward causal relations” (Briner,
Virtue, and Kurby 2012: 74). Chan, Magliano, and O’Brien (2018) explored the influence of explicit
goals and situational context that influence the processing of outcomes in narratives. Their results
showed that “the presence of a goal facilitated the processing of outcomes independent of the

situational constraints” (Chan, Magliano, and O’Brien 2018: 504). In other words, links between

19 |_ong-term working memory.
20 The concept encompasses both events and actions (Zwaan and Radvansky 1998: 179).
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actions and intentions on the one hand, and situational context on the other, are processed separately,
in parallel.

Based on the overview of previous research that has dealt with “(i) the foregrounding of
situational information, (ii) the updating of the integrated model, or (iii) the retrieval of the integrated
model” (Zwaan and Radvansky 1998: 167), the authors go on to discuss the import of linguistic and
world knowledge and the difficulty in making a clear distinction between the two. For instance, Cook
and Guéraud (2007) also stress how important it is to understand how linguistic and world knowledge
interact in order to fully understand how readers construct the meaning of texts. Zwaan and
Radvansky (1998) reiterate the importance of the multidimensional nature of situation models, and
the need to address multiple dimensions simultaneously in order to obtain more comprehensive
understanding of meaning construction in general. What they outline as potentially the most relevant
dimensions are motivational, causal, and temporal dimensions (Zwaan and Radvansky 1998: 178;
Zwaan, Magliano, and Graesser 1995: 386). Previous research has shown that readers “build an
internal representation of the space that the events in stories take place in” (Traxler 2012: 206), and
navigate the story-world according to those spatial representations. Additionally, readers also rely
both on explicit linguistic cues and world knowledge to construct temporal relations in texts (Traxler
2012: 207), and they also tend to adopt the perspective of the protagonists, as well as their emotional
states (Traxler 2012: 208). Finally, another important dimension that indexes (i.e., guides) the

construction of situation models includes protagonists’ goals and motivation (Traxler 2012: 209).

2.2.9 STRUCTURE BUILDING FRAMEWORK

The Structure Building Framework is based on the idea that language comprehension is
facilitated by the more general cognitive processes and mechanisms, rather than on unique,
specialized modules (Gernsbacher 1997: 266). Further, in the context of this model, “the goal of
comprehension is to build coherent mental representations or structures” (Gernsbacher 1997: 266;
Gernsbacher, Varner, and Faust 1990: 431). According to this framework, (i) language users first
prepare the foundation for the mental structure; (ii) in the next stage, mental structure is further
developed by adding new information that is introduced in the discourse which is, presumably,
coherent. In other words, this entails the process of mapping the novel information onto the initially
constructed foundation; (iii) in cases where the novel information is incoherent and violates the
expectancies generated by the already constructed mental structure, language users are required to
shift, and build new mental substructure that branches out from the main structure (Gernsbacher 1997:
267; Gernsbacher, Varner, and Faust 1990: 431; Traxler 2012: 199-200). Essentially, the entire
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process is based on the connectivist framework, where the initial information activates a set of
memory nodes, thereby forming the foundation. Associated information then activates the associated
nodes, while the incoherent information leads to the activation of additional nodes, i.e., new
substructures. Once the network of memory nodes has been activated, it is further guided by the
mechanisms of enhancement and suppression (e.g., Gernsbacher 1989; 1997).

According to Gernsbacher (1997: 271), “enhancement increases the activation of memory
nodes when the information they represent is relevant to the structure being built.” In other words,
enhancement is understood as an automatic process (Traxler 2012: 201), where the discourse context
prompts the (unconscious) activation of the relevant background knowledge structure (i.e., the
relevant frame-level structure), which is then followed by suppression. Suppression, in that sense,
“decreases or dampens the activation of memory nodes when the information they represent is no
longer necessary for the structure being built” (Gernsbacher 1997: 271). Namely, the suppression
mechanism leads to a more coherent text structure, to the extent that the irrelevant information in
discourse representation has been filtered out (Traxler 2012: 202). Put differently, the lexical-
semantic content of the ongoing discourse affords access to the relevant information (presumably
organized in semantic frames), where the individual lexical items serve as access points (e.g.,
Langacker 1987; Fillmore 1982; Evans and Green 2003). However, not all of the initially activated
information is necessary for comprehension and successful online meaning construction. In that
sense, the mechanism of suppression serves as a contextual filter that eliminates the irrelevant
information, in effect allowing readers to keep track only of the relevant, partial frame structures.
Owing to the presumably greater cognitive load that it imposes, the mechanism of suppression is less
automatic compared to the process of enhancement. Moreover, “it is more variable across individuals
[... and ...] differences in suppression ability may underlie differences in people’s ability to
understand texts” (Traxler 2012: 202). The idea of individual differences in the suppression
mechanism has also received empirical validation. Moreover, these studies also offer support for the
existence of enhancement and suppression mechanisms in the first place.

For instance, Gernsbacher and Faust (1991) found that suppression plays an important role in
filtering out the irrelevant meanings of ambiguous words, and that less skilled comprehenders were
less efficient in this task both in the case of linguistic and non-linguistic stimuli. On the other hand,
less skilled comprehenders did not exhibit any differences in relation to the mechanism of
enhancement (Gernsbacher and Faust 1991: 260). Gernsbacher (1993: 297) found that less skilled
readers were “less efficient at rejecting inappropriate meanings of ambiguous words, incorrect forms
of homophones, typical-but-absent members of scenes, and ignored pictures and words.”

Consequently, she concluded that such disadvantage was due to a lower efficiency of the mechanism
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of suppression. Long, Seely, and Oppy (1999) explored the role of cognitive inhibition in the process
of meaning construction. They manipulated between the naming task and the lexical decision task,
since “performance on both lexical decision and meaning judgement is thought to reflect strategic
mental processes” (Traxler 2012: 203). Their results showed that “less skilled readers experienced
interference when the task required context checking (meaning-fit judgment) or was susceptible to it
(lexical decision)” (Long, Seely, and Oppy 1999: 297). Additionally, the results of this study further
reinforce the main assumptions of the structure building framework. Gernsbacher, Varner, and Faust
(1990: 441) found that less skilled language users create too many unnecessary substructures, which
suggested that they were “less able to suppress the irrelevant information.” Additionally, they were
also able to identify a high correlation between the comprehension of written and spoken language,
and in turn the correlation of the two with the comprehension of non-verbal materials, which also

attests to the importance of suppression in the general comprehension skills.

2.2.9.1 THE POSSIBLE ROLE OF SUPPRESSION IN METAPHOR COMPREHENSION

Gernsbacher and Robertson (1999) discussed the role of suppression in metaphor
interpretation by addressing some of the previous studies in the field. They started with the study by
Gernsbacher, Keysar, and Robertson (1995), later elaborated in Gernsbacher et al. (2001), where
the authors tested the hypothesis that metaphor interpretation involves both the enhancement of
attributes pertaining to the source input of a metaphor, on the one hand, and the suppression of “the
attributes of the metaphor’s [target input] that are not appropriate to (or concordant with) a
metaphorical interpretation” (Gernsbacher and Robertson 1999: 1624). Experimental subjects were
asked to read the initial sentence that was either metaphorical (Lawyers are sharks) or literal
(Hammerheads are sharks). After that, subjects were asked to verify subsequent statements (e.g.,
Sharks are tenacious). When it followed a metaphorical sentence, subjects were faster to verify the
statement Sharks are tenacious, than in the condition when it followed a literal sentence. The results
support the idea that the attributes associated with the metaphorical reading are enhanced. Moreover,
when the target sentence Sharks are good swimmers appeared after the initial metaphorical/literal
pair of sentences outlined above, subjects demonstrated significantly faster responses in the literal

condition, while the metaphorical condition showed a delay. This suggests that attributes that are not

2L This paper was presented at the 36th annual meeting of the Psychonomic Society, Los Angeles, CA, in 1995. The
published version of the paper appeared in 2001 in the Journal of Memory and Language, 45(3), 433450, under the title
“The Role of Suppression and Enhancement in Understanding Metaphors.”
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relevant for metaphor interpretation were suppressed. Based on these data, the researchers concluded
that metaphor interpretation “involves both enhancing the attributes that are relevant to the
metaphorical interpretation and more intriguingly, suppressing the attributes that are not relevant to
the metaphorical interpretation” (Gernsbacher and Robertson 1999: 1624).

Gernsbacher and Robertson (1999: 1625-1627) also discuss Keysar (1994) who stressed the
import of the process of elimination that appears to be analogous to suppression, insofar as language
users use context in order to suppress the incongruent (i.e., inappropriate) information (Keysar 1994:
250). Specifically, “a literal interpretation may be selected because of the contextual preclusion of a
metaphorical interpretation” (Keysar 1994: 49). Based on the obtained results, Keysar (1994: 265)
identified “a similar pattern of contextual effects for literal and metaphorical interpretations in
discourse.” Namely, depending on the context (which requires a unique interpretation of an
utterance), certain interpretations (metaphorical or literal) are rendered more plausible (Gernsbacher
and Robertson 1999: 1625). If a context favors a metaphorical interpretation, the literal alternative

will be suppressed, and vice versa (Gernsbacher and Robertson 1999: 1626-1627).

2.2.10 SECTION SUMMARY

The overview of context in the domain of semantics, cognitive linguistics, pragmatics, and
(cognitive) psychology, started with Katz and Fodor’s (1963) effort to offer a methodology for the
construction of a semantic theory, where they excluded the notion of setting (i.e., context) from their
model. Palmer (1976) offers an overview of the development of the notion of context in semantics,
where he makes a distinction between the linguistic and non-linguistic context, and then goes on to
discuss the notion of context of situation, and the work of Malinowski and Firth. Firth (e.g., 1962,
1957[1935]) introduced situational context, and acknowledged the fact that all processes of meaning
construction take place within some sort of context, never in isolation. In his understanding,
situational context includes not only verbal, but also non-verbal components. Lyons (1977) discusses
the contextualization of utterances and the conditions included in the process, while Lyons (1995)
addresses the issues of the type of knowledge required for utterances to be contextually apt.

In the domain of pragmatics, the investigation of context includes multiple layers and types
of context (Fetzer 2017). For instance, a distinction is made between the context constructed from the
perspective of the analyst and from the perspective of the participants. Also, context is seen as a multi-
layered, cognitive construct (Sperber and Wilson 1995; Fetzer 2017). Mey (1993) and Goodwin and
Duranti (1992) represent context as a dynamic construct. Namely, contextual variables are subject to

constant changes, and the main event that is under scrutiny is contextualized against the background
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frame. Another important notion includes contextualization cues (Auer 2009; Gumperz 1982;
Levinson 2003) which can refer to any segment of the linguistic message that afford the highlighting
of the relevant components of the message. This process also involves the recruitment of the relevant
background knowledge, and a distinction is made between internal and external contextualization
cues.

In the domain of cognitive linguistics, Ungerer and Schmid (2006) understand context as a
mental phenomenon; namely, context is seen as a cognitive representation of the given situation. Van
Dijk (2008) approaches context from a socio-cognitive perspective, and represents it as a mental
model. This is closely linked to the research in the domain of cognitive psychology, where we
introduced the event indexing model (Zwaan, Langston, and Graesser 1995) and the structure
building framework (Gernsbacher 1997). The former deals with the construction of situation models
(i.e., the mental representations of the event) based on the linguistic cues available in the ongoing
discourses. The three stages involved in the construction of a situation model include the current
model, the integrated model, and the complete model (Zwaan and Radvansky 1998). These stages of
the event indexing model will be applied to the analysis of the experimental conditions in Experiments
5 and 6 in the present study. Namely, these experiments will include contextualizations (i.e., primes)
provided by three-sentence-long paragraphs containing homogenous metaphor clusters. These are
then followed by the target metaphorical sentences. The event indexing model is expected to afford
amore comprehensive insight into the stages of the construction of the corresponding situation model,
and the possible differences between the congruent and incongruent experimental conditions. The
structure building framework, on the other hand, is focused on the construction of coherent mental
representations, and it highlights the mechanisms of enhancement and suppression, whose role will
be explored further in the main experiments in the present study (sections 4 and 5). Namely, we will
address the potential role these two mechanisms may play when targets in the experiments are

processed after the congruent as opposed to incongruent primes.
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2.3 SEMANTIC FRAMES AND DOMAINS

The present section introduces the central theoretical construct in this thesis — semantic
frames. In broadest terms, a semantic frame entails a related system of concepts, where the activation
of any single unit from the system affords access to the entire frame-structure. We begin with the
overview of the development of this idea in the work of Charles Fillmore, starting from his early work
in the late 1960s and the investigations in verb valence that gave way to the fully-fledged enterprise
of frame semantics. This is followed by Lawrence Barsalou’s treatment of frames within a
connectivist paradigm, and Ronald Langacker’s notion of domains. After that, the following section
will be dealing with the notion of semantic priming, which brings together the ideas of

contextualization, framing and psycholinguistic research on meaning construction in general.

2.3.1 FILLMORE’S FRAMES

2.3.1.1 SCENE-AND-FRAME MODEL

Fillmore (1969: 91-96) begins his discussion by criticizing the compositional approach to the
study of meaning that typically involves a set of felicity conditions, and emphasizes the fact that a
new revised, approach to the study of meaning is needed in order to gain a more comprehensive
insight. To that end, he proposes that a schematization of events be introduced, which would involve
all the relevant participants, along with not only syntactic, but also lexical descriptions of particular
verbs (Fillmore 1969: 98-99). Building his arguments on a small group of verbs of judging, he
presents various contexts in which these verbs appear and stresses the various senses that emanate
from “various kinds of lexically specific information” (Fillmore 1969: 101). Also, there are obvious
differences in propositional and illocutionary aspects of those verbs. For instance, with the verb
criticize, there is a presupposition that something unfavorable has been done, whereas with accuse,
there is no such presupposition (examples la and 1b); moreover, the verb accuse involves an

illocutionary act that cannot be recognized with the verb criticize (Fillmore 1969: 106).

la I accused Harry of writing an obscene letter to my mother.
1b | criticized Harry for writing an obscene letter to my mother. (Fillmore 1969: 106)
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Finally, he links his discussion to the structuralist notion of a semantic field (Fillmore 1969: 111);
however, it remains apparent that the dynamic nature of the semantic description of verbs that he
advocates will need a more dynamic construct compared to that of the field.

Fillmore (1975) introduces a scene-and-frame model where a scene is roughly understood as
a culturally-defined scenario or a familiar structure, while a frame entails “any system of linguistic
choices [...] that can get associated with prototypical instances of scenes” (Fillmore 1975: 124). He
also stresses the fact that the notion of frame has already been introduced in various other theoretical
frameworks (e.g., Minsky 1975; Goffman 1986, etc.). Additionally, in his earlier work Fillmore
(1968) introduced the notion of a case-frame, where he argued that a sentence structure consists of “a
frame and a substitution list (a syntagmatic frame and a paradigmatic set of mutually substitutable
items)” (Fillmore 1975: 130). Another important element of this paper is that Fillmore brings together
the constructs of prototype and frame. Namely, unlike the traditional truth-conditional models of
meaning construction, prototype theory introduces the notions of graded centrality based on a
prototype, where a category is not a clearly delineated structure, but rather appears with fuzzy
boundaries. An important link between frames and prototypes in his view is the fact that “in some
cases the area of experience on which a linguistic frame imposes order is a prototype” (Fillmore 1975:
123).

2.3.1.2 FRAMING AND CATEGORIZATION

Following the initial critical outline of previous approaches to the study of meaning, Fillmore
(1976) also stresses the import of the notions of context, prototype, and frame. In contrast to the
generative, decontextualized approaches to the study of linguistic structure (e.g., Chomsky
2002[1957]; Katz and Fodor 1963), Fillmore (1976: 22-24) stresses context as one of the main
elements that need to be taken into consideration. Namely, in addition to the context of an utterance
and context of experience, there is pragmatic knowledge that needs to be accounted for, and which in
turn introduces another level of complexity (Fillmore 1976: 23-24). In effect, “meanings of words
may [...] depend on contexted experiences,” and, moreover, “the process of interpreting an utterance
may depend [...] on our perception in which the utterance is produced and our memories for contexts
for earlier experiences” (Fillmore 1976: 24).

Fillmore’s (1976: 24-25) understanding of the term prototype stems from the works of
Wittgenstein, Erdman, and Rosch. Namely, the key idea behind this notion is our ability to cross-

reference the ongoing experience against a set of prototypes that are available from long-term
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memory, i.e., from our background knowledge. For Fillmore, the construct of frame is, crucially,

independent of language. Namely,

“particular words or speech formulas, or particular grammatical choices, are
associated in memory with particular frames, in such a way that exposure to the
linguistic form in an appropriate context activates in the perceiver’s mind the
particular frame — activation of the frame, by turn, enhancing access to the other

linguistic material that is associated with the same frame” (Fillmore 1976: 25).

Also, a distinction is made between interactional and cognitive frames. The former entail “a
categorization of distinguishable contexts of interaction in which speakers of a language can expect
to find themselves, together with information about the appropriate linguistic choices relevant to these
interactions” (Fillmore 1976: 25); the latter appear in the form of elaborate scenarios with roles,
values, and various subevents, where “any of the many words in our language that relate to [a
particular frame] is capable of accessing [that] entire frame” (Fillmore 1976: 25). Also, in addition to
affording access to entire frame structures, individual words and linguistic expressions license the

recruitment of background knowledge structures essential for the process of meaning construction.

2.3.1.3 TOWARDS FRAME SEMANTICS

Fillmore (1982: 111) brings together the main ideas outlined in his previous work to introduce
a novel paradigm that will combine “a research program in empirical semantics and a descriptive
framework for presenting the results of such research,” and which will later come to be recognized
as frame semantics. He introduces the most precise definition of the term frame up to that point,

where the notion of a frame refers to

“any system of concepts related in such a way that to understand any one of them you
have to understand the whole structure in which it fits; when one of the things in such
a structure is introduced into a text, or into a conversation, all of the others are

automatically made available” (Fillmore 1982: 111).

Again, he stresses the import of categorization and context that encompasses both the current situation
and background knowledge related to it.

The enterprise itself was borne out of Fillmore’s investigation into the semantic behavior of
verbs, where he realized that the semantic valence, i.e., the semantic description of verbs’ arguments
was essential for a complete picture. Namely, he introduced case frames and rule features, where

each case frame was involved in “characterizing a small abstract ‘scene’ or ‘situation’, so that to
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understand the semantic structure of the verb it was necessary to understand the properties of such
schematized scenes” (Fillmore 1982: 115). Case frame features, on the other hand, were
“representations of the class of ‘case frames’ into which particular verbs could be inserted” (Fillmore
1982: 114). However, in addition to these two components, Fillmore also believed that there were
larger cognitive structures responsible not only for the semantic and syntactic behavior of verbs alone,
but also for the semantic characterization of larger domains of vocabulary (Fillmore 1982: 115).

To illustrate the role of specific vocabulary items in scene construal one of the examples he
gives is the COMMERCIAL EVENT frame (Fillmore 1982: 116-117). Namely, elements of this frame
are highly schematized, and depending on the specific verb we can place the focus on the buyer (using
the verb BUY or PAY), seller (verb SELL), etc. In effect, certain elements can be either pushed into
the background, or appear in focus. In other words, “we can say that the frame structures the word-
meanings, and that the word ‘evokes’ the frame” (Fillmore 1982: 117). This is a position similar to
the one presented in Langacker (1987: 173) where words are understood as access points to larger
knowledge structures. Apart from structures referring to situations independent from the
conversational context, Fillmore (1982: 117) also stresses the import of “the framing of the actual
communication situation.” In that sense, he introduces the notions of cognitive and interactional
frames (Fillmore 1982: 117). The former pertain to our ability to cross-reference the ongoing situation
against our previous experience by relying on the linguistic prompts, whereas the latter have to do
with how we understand the interaction between “the speaker and the hearer, or between the author
and the reader” (Fillmore 1982: 117). Moreover, specific “instructions” for the construal of a given
communicative situation are contained in linguistic expressions such as deictic categories, tenses, and
demonstratives, while the understanding of interactions between interlocutors is facilitated by
illocutionary force, cooperative principles, and speech acts in general (Fillmore 1982: 117). In line
with the specific structure and overall purpose of texts, various text genres can also be understood as
different framings that can generate different expectations (i.e., expectancies) with the audience, a
claim that has also received experimental support in later research (e.g., Zwaan 1991; 1994).

Fillmore (1982) also establishes a clear link between prototypes and frames, where frames
themselves, as more complex structures, can be categorized according to the level of prototypicality,
just like individual words. Additionally, a frame provides a background against which categorization
is performed, or, in other words, categorization is normally context-dependent, and such dependence
IS best captured through the notion of frames. Again, context also typically drives the recruitment of
more entrenched, i.e., more prototypical frames. In plain terms, “the word gives us a category which
can be used in many different contexts, this range of contexts determined by the multiple aspects of

prototypic use — the use it has when the conditions of the background situation more or less exactly
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match the defining prototype” (Fillmore 1982: 119). Moreover, in the descriptive framework that
Fillmore (1982) proposes, “the categories, the contexts, and the backgrounds themselves [are] all
understood in terms of prototypes” (Fillmore 1982: 119).

One of the examples that Fillmore provides is the word breakfast, where he claims that our
understanding of the word is conditioned by the cultural knowledge of the practice of having three
meals a day at particular times, and one of these meals comes first during the day, presumably after
a period of sleep (Fillmore 1982: 118). However, this would only instantiate the prototypical use of
the word, while not all of these conditions need to be met in order for a meal to be conceptualized as
breakfast, since none of the afore-mentioned factors can be taken as criterial. Again, the word
provides access to a category, while the actual process of meaning construction remains highly fluid
and susceptible to contextual factors. In effect, a frame can also be understood as a “system of
categories structured in accordance with some motivating context” (Fillmore 1982: 119), where those
motivating contexts entail the existence of conventionalized background knowledge structures that
can be either general or more specific. In either case, “the background context is absolutely essential
to understanding the category” (Fillmore 1982: 120).

Another important theoretical construct used in this framework is the notion of viewpoint,
where a speaker can use certain lexical items to “apply a frame to a situation” (Fillmore 1982: 120).
For example, by using the words land or ground, the speaker can profile the situation as either viewing
it from sea (by using the former), or from the air (by using the latter) (Fillmore 1982: 121). There is
a similar example of the words shore and coast, where “shore is the boundary between land and water
from the water’s point of view, the coast is the boundary between land and water from the land’s
point of view” (Fillmore 1982: 121). Additionally, there are some lexical items that appear only in
highly specific contexts (e.g., flip strength, decedent, mufti, nurui)?; however, regardless of the
specificity of the context, “the process of understanding a text involves retrieving or perceiving the
frames evoked by the text’s lexical content and assembling this kind of schematic knowledge”
(Fillmore 1982: 122) into a meaningful and coherent representation of the given situation that is
necessarily conditioned by the perspective evoked by the lexical content.

In that sense, Fillmore (1982: 124) also introduces an important distinction between evoked
and invoked frames. Namely, with the former, lexical items and grammatical categories appear as
“indices of [...] frames” (Fillmore 1982: 124), as their presence in the text (or ongoing discourse)
evokes the relevant frames. With the latter, on the other hand, “the interpreter assigns coherence to a
text by ‘invoking’ a particular interpretive frame” (Fillmore 1982: 124). In other words, interpreters

can either accept the intended perspective and approach the process of meaning construction as

22 For details see Fillmore 1982: 121-122.
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intended by the author of the text, or they can assume a different vantage point from which they will
interpret the content. As a result, invoked frames can offer a critical perspective, and they can stem
from background knowledge or from content of the text (Fillmore 1982: 124; 129). Moreover, this is
afforded by the idea that “a general concept of ‘framing’ involves contextualizing or situating events

in the broadest sense possible” (Fillmore 1982: 130).

2.3.1.4 SEMANTICS OF UNDERSTANDING AND SEMANTICS OF TRUTH

Fillmore (1985) discusses the main differences between the semantics of understanding (U-
semantics) and the semantics of truth (T-semantics). Namely, the former represents a contextualized
approach to the study of meaning that combines linguistic and extralinguistic dimensions of meaning
construction. The latter, on the other hand, explores specific truth-conditions under which utterances
are understood as either true or false. Fillmore advocates the relatively novel construct of U-semantics
which is based on the notion of an interpretative frame that can be used not only in the domain of
lexical semantics, but also in the broader context of meaning construction in general, as it brings
together the small- and large-scale structures ranging from individual words and their relations to
discourse-level phenomena and the background knowledge that speakers necessarily need to rely on
in order to interpret utterances in various contexts. As Fillmore (1985: 224) points out, “the assumed
background of knowledge and practices [...] stands as a common ground to the figure representable
by any of the individual words.” In other words, the background knowledge itself is organized by
specific frames, and, as already discussed above, individual words are understood as access points to
those more complex conceptual structures. Moreover, “we can know the meanings of the individual
words only by first understanding the factual basis for the relationship they identify” (Fillmore 1985:
224).

For Fillmore (1985: 230), any comprehensive theory of semantic structure needs to take into
account the following elements: “(1) the set of attested and possible linguistic forms, (2) the contexts
or settings in which linguistic forms are or could be instanced, and (3) a set of intuitive judgements
about those forms in those contexts.” In general terms, T-semantics entails a formal approach which
deals with individual sentences and “the contexts are thought as providing [...] a pragmatic index
[...] and the intuitive judgments” have to do only with ambiguity, synonymy and implication
(Fillmore 985: 230). U-semantics encompasses words and text, and the contexts include
“backgrounds, perspectives, orientations, [and] ongoing activities, [while] the intuitive judgements
are the data of understanding” (Fillmore 1985: 230). In effect, U-semantics provides a compositional

account of meaning construction, and it utilizes interpretive frames (Fillmore 1985: 231), and lexical
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items perform a “discriminating, situating, classifying, or naming functions, or perhaps merely a
category-acknowledging function” (Fillmore 1985: 231-232) against the background provided by the
given frame.

Frame semantics assumes an encyclopedic perspective on meaning construction, and the main
function of units and categories of language is to facilitate communication and understanding
(Fillmore 1985: 233). In that sense, it does not assume the existence of formal semantic content, i.e.,
a predetermined interpretation of a sentence, but rather offers a schema consisting of lexical,
grammatical and semantic content of a sentence. This schema, enriched with the large body of
background knowledge triggered by the evoked interpretive frames and the context in which an
individual sentence is found, affords the interpretation of the entire text (Fillmore 1985: 233).
Fillmore (1985: 233) also stresses that U-semantics maintains the distinction between the
conventional meaning of a sentence and the possible meanings of its utterances in different contexts.
Additionally, these context-dependent meanings are constructed through the integration of the
conventional meaning with the linguistic and extra-linguistic context. In effect, the final interpretation
should “draw everything from the text that it can” (Fillmore 1985: 234). Finally, in relation to
meaning construction and text interpretation, frame semantics can be understood as “the effort to
understand the process by which frames are introduced into a text to create and develop the growing
textual context” (Fillmore 1985: 234).

2.3.1.5 THE LEGACY OF LEXICAL AND SEMANTIC FIELDS

Fillmore (1985: 225-230) also revisits the notion of lexical fields and once again discusses in
more detail the relationship between fields and frames. Namely, the initial form of the lexical field
theory as introduced by Trier had a very rigid form of a closed, structured totality in which elements
defined each other mutually, with the pronounced notion of sharply defined categorical boundaries
between elements in the field, and without even the potential presence of lexical gaps (Nerlich and
Clarke 2000: 134—135). In other words, “to understand the meaning of a word was to understand the
structure within which the word played its role” (Fillmore 1985: 227), which was in turn determined
by the remaining elements in a field. However, this picture of a static mosaic changed somewhat over
time, and despite the fact that Trier continued stressing the “mutual semantic interdependence of all
the members of a semantic field” (Nerlich and Clarke 2000: 136), he also accepted that the
relationship of a word with other elements in the field did not originate solely in the word meaning,
but that it was “also grounded in a conceptual field” (Nerlich and Clarke 2000: 136). Therefore, he

still preserved the link between linguistic and conceptual knowledge, at least to a certain extent.
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Moreover, subsequent studies in the domain of lexical fields soon revealed both the dynamic nature
of fields, and the fact that linguistic and encyclopedic knowledge simply need to interact for
successful communication to take place (e.g., Gipper 1959, cited in Nerlich and Clarke 2000: 139-
140).

Although the terms lexical and semantic field are often used interchangeably, lexical fields
can be viewed as concrete realizations of the more abstract semantic fields, where it is not uncommon
for a single lexeme, i.e., one of its sememes, to appear in multiple fields, reflecting the diffuse nature
of the lexicon as a whole (Pr¢i¢ 1997: 108). In addition, it is now understood that “the field is not a
neatly circumscribed area, but instead it consists of a semantic continuum from one core area to the
other” (Geerarerts 2010: 68), where some senses “belong to two fields at the same time, or rather, fall
between two fields” (Geerarerts 2010: 69).

Unlike Trier’s field theory where word meaning was constructed within the confines of
linguistic knowledge alone, Fillmore’s frame semantics maintains that for meaning construction to
be completed successfully, one needs to take into account both the word’s lexical neighbors, and its
conceptual content that entails numerous links with (at least) the encyclopedic, pragmatic and
contextual knowledge, all of which are contained in background frames (Fillmore and Atkins 1992:
76-77; Nerlich and Clarke 2000: 143-144). Moreover, in frame semantics words are linked to the
relevant background frames, i.e., to the more general conceptual structures, the understanding of
which is required in order to be able to understand the lexical item in the first place. Additionally, to
be able to construct a meaning of an individual lexical item the interpreter does not need to know any
other elements from a given frame — “frame semantics sees the set of interpretative frames provided
by language as offering alternative ways of seeing things and hence has no requirement that they are
interlinked” (Fillmore 1985: 229-230). In other words, unlike field theory predicated on the
structuralist notion of words being defined as a function of their relationship to the remaining words

in a given field, they are “defined directly with respect to the frame* (Croft and Cruse 2004: 10).

2.3.2 BARSALOU’S FRAMES

Barsalou (1992: 21) sees frames as “the fundamental representation of knowledge in human
cognition,” and emphasizes that frames are context-dependent and pose as “dynamic relational
structures” (Barsalou 1992: 21). Moreover, owing to the various uses of the concept of frame in
various fields of research, he uses frames “to highlight the well-specified structural properties

common to formal analyses of frames and schemata” (Barsalou 1992: 29). Finally, frames also play
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an important role in the construction of ad hoc categories (Barsalou 1983; 1991) and in contextual
variability of conceptual representations (e.g., Barsalou 1987).

Barsalou (1992) outlines the shortcomings of feature list representation of categories that
characterized earlier research on categories (e.g., Rosch and Mervis 1975) and offers a more dynamic,
frame-based approach. Namely, unlike traditional models that entail the activation of the entire
category structure in every context, “connectionist models represent a category dynamically with
different feature subsets in different contexts” (Barsalou 1992: 22). Namely, in connectionist models,
features are not independent, but rather intercorrelated; in effect, features with high degrees of
cooccurrence yield excitatory relations, whereas those with low degree of cooccurrence give way to
inhibitory relations. Specific contexts trigger the relevant excitatory relations, thereby licensing the
activation of the relevant part of category structure, instead of the entire category.

Highlighting the fact that little attention in previous research has been paid to the
psychological status of frames, as well as their empirical relevance, Barsalou (1993: 23-25) argues
that attribute-value sets and relations are a better alternative than feature list representations, and that,
in effect, the construct of frames remedies the shortcomings of feature lists (Barsalou 1992: 28).
“Attribute-value sets are [defined as] interrelated sets of representational components at two levels of
analysis (at least)” (Barsalou 1992: 25). Also, attribute-value sets seem to be very important for story
understanding (e.g., Stein 1982), inasmuch as a coherent representation of attribute values facilitates
both understanding and recollection. On the other hand, when the representation is incoherent, or
when some values are missing, there are difficulties in understanding and recollection. Moreover,
rather than storing individual representational components independently, people keep track about
the relations that hold between them (Barsalou 1992: 27). For instance, events identified in a story
are not analyzed as individual units, but are rather integrated with the causal relations that hold
between them (e.g., Trabasso and Sperry 1985; Trabasso and van den Broek 1985). Also, research
has shown that when identifying diseases, people do not learn only individual symptoms, but
correlations of symptoms through which a specific disease category is defined (Medin et al. 1982).

Barsalou’s notion of frames involves three basic components: “attribute-value sets, structural
invariants, and constraints” (Barsalou 1992: 29). Attributes are defined as “a concept that describes
an aspect of at least some category members [and] a concept is only an attribute when viewed as
describing some aspect of a category’s member” (Barsalou 1992: 30). Furthermore, concept is
understood as “the descriptive information that people represent cognitively for a category, including
definitional information, prototypical information, functionally important information, and probably
other types of information as well” (Barsalou 1992: 31). Values, on the other hand, are defined as

“subordinate concepts of an attribute, [and they] inherit information from their respective attribute
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concepts” (Barsalou 1992: 31). Moreover, the fact that values carry information that cannot be
identified in their superordinate attributes renders them more specific concepts. Barsalou (1992: 31)
lists examples of engine types, where, for instance, the value six-cylinder carries more specific
information than engine alone.

Moreover, this increased specificity that values demonstrate, coupled with the fact that values
are also concepts, can give way to attribute taxonomies which have properties similar to object
taxonomies, including typicality effects (Barsalou 1992: 32). For example, the frame ANIMAL can
include an attribute means of locomotion, with legs as one of the values; on the other hand, in the

frame LAND MAMMAL, legs appear as an attribute (Barsalou 1992: 32), as shown in Figure 2.1.

means of
locomotion

female human legs male human legs

Figure 2.1. ANIMAL frame (adopted from Barsalou 1992: 32)

Apart from reflecting the structure of taxonomies, attributes also reflect the frames they are a part of,
insofar as “each attribute may be associated with its own frame of more specific attributes” (Barsalou
1992: 33). In that sense, attributes can exhibit multiple dimensions in the form of embedded frames.
For instance, the frame HOUSE has an attribute location which constitutes an embedded frame with
additional attributes for location, like zoning and security (Barsalou 1992: 33).

Like people tend to construct novel ad hoc categories (Barsalou 1983), they also construct
novel attributes. This is also a goal-driven, intentional process conditioned by the relevant context.
Depending on the context, specific goals, and particular viewpoints, different individuals can
construct different attributes; in effect, category exemplars will also be encoded differently (Barsalou
1992: 34). These novel attributes are not deleted from memory after use, but remain available for
recruitment when prompted by relevant contexts. Also, while the list of potential attributes available
for construction is practically infinite, the number of attributes produced by individuals is finite.

Frames typically contain a set of attributes with a high degree of cooccurrence, which
constitutes core attributes. Normally, when a frame is active, core attributes are active “for most if

not all exemplars” (Barsalou 1992: 35). In addition to frequency of occurrence, another important
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factor that influences core attributes is conceptual necessity, in that a concept cannot be understood
without specific attributes. Barsalou (1992: 35) also maintains that “the presence of attributes is
probabilistic,” and that, owing to the fact that the systematicity of attributes can vary, “frames are not
rigid structures,” but rather dynamic and susceptible to contextual appropriations.

Another component in this framework includes structural invariants which “produce
systematic variability in attribute values” (Barsalou 1992: 37). This is licensed by the assumption that
“values of frame attributes are not independent of one another” (Barsalou 1992: 37), but can actually
constrain each other. Barsalou (1992: 37-43) distinguishes between attribute constraints, value
constraints, contextual constraints, and optimizations.

Attribute constraints constrain the values of attributes globally (Barsalou 1992: 37). These
constraints “represent statistical patterns or personal preferences, which may be contradicted”
(Barsalou 1992: 37). An example of a negative attribute constraint can be identified between speed
and duration in the frame of TRANSPORTATION, where increased speed shortens duration, while an
example of a positive constraint can be identified between form of transportation and cost (Barsalou
1992: 37). Value constraints pose as “specific rules that relate particular sets of values locally”
(Barsalou 1992: 37-39). For instance, the value of the attribute location in the frame of VACATION
constrains specific values of the attribute activity. For example, a mountain can facilitate hiking or
skiing, but not surfing, while ocean will facilitate surfing or water skiing (Barsalou 1992: 39).

Contextual constraints are reflected in attribute or value constraints (Barsalou 1992: 39), and
they occur “when one aspect of a situation constrains another” (Barsalou 1992: 39), or they can be
conditioned by cultural conventions. For instance, in the frame of TRANSPORTATION, speed constrains
duration. Also, some cultures may require particular types of clothing for some activities. In that
sense, “physical and cultural mechanisms place constraints on combinations of compatible attribute
values” (Barsalou 1992: 39).

Optimizations “reflect agent’s goals” (Barsalou 1992: 39). For instance, in the frame of
TRANSPORTATION, the goals of low costs and short travel constrain the values of attributes cost and
duration to low and short, respectively (Barsalou 1992: 39). Additionally, “optimizations typically
require that one value excel beyond all others” (Barsalou 1992: 39). In other words, while in the case
of contextual constraints individuals choose values that satisfy the constraints, with optimizations
they “seek values that excel when optimizing goals” (Barsalou 1992: 39), and individuals typically
tend to optimize more than one goal at a time which is reflected on multiple attributes. In the case of
transportation, one might wish to optimize cost, duration, and comfort; in effect, “the optimal value
may not be optimal for any one goal in isolation” (Barsalou: 39-40), but needs to satisfy all attributes

simultaneously. Moreover, this renders frame optimization a highly dynamic process.
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Constraints can also spread through more complex frames, which typically takes place in
parallel. In addition to that, constraints can appear as whole frames. For instance, the sentence
Jumping out of a plane requires a parachute’ contains the relation requires that constitutes a separate
frame with attributes like conditions and likelihood. Conditions would refer to the specific conditions
(i.e., context) under which a parachute is required, while likelihood refers to the probability that the
constraint will be applicable in a specific situation. Consequently, the requirement of a parachute
would encompass all relevant contexts that involve jumping out of an airplane.

Another important issue that Barsalou (1992) tackles is the idea of representational primitives.
Namely, in the framework described above frames seem to occupy the central position when it comes
to the study of categories and concepts; moreover, we’ve already identified cases of imbedded frames
which can further lead to recursive frame patterns. So, although previous research has extensively
addressed the notions of conceptual primitives, building on the idea that concepts need to be somehow
grounded in perception and sensory-motor activities, Barsalou (1992: 40-43) argues against such an
approach. Namely, even if we were to introduce a certain attribute as an initial primitive, through
increased frequency of use, and owing to various construal strategies marked by individual
differences, those initial primitives would very soon acquire more complex, frame-like structures,
with attribute-value sets, structural invariants, and constraints that would be hierarchically
subordinated in relation to them. In other words, the primitive would become susceptible to further

analysis and elaboration. More precisely, in Barsalou’s terms (1992: 41),

“for any representational component — whether it be an attribute, structural invariant,
constraint, or something else—people can always note a new source of variability
across instances, and add further frame structure to capture it. Through the continuing
process of analysis and elaboration, people transform what were once holistic,

unanalyzed primitives into complex frames.”

So, since the initial notion of primitives is not psychologically real, Barsalou (1992: 42)
understands primitives as “a general, abstract, unanalyzed concept that typically appears initially at
some point during early development.” Furthermore, primitives defined as such could include the
following elements: “ontological categories such as location, object, event, person, and mental state;
semantic roles such as agent, instrument, and source; activities such as see, move, and get; qualities
such as color, intensity, shape, and size; and relations such as is, part, in, before, cause, and intend”
(Barsalou 1992: 42). In effect, these primitive structures are in fact complex wholes that appear to be
at the top, rather than at the bottom of representation (Barsalou 1992: 42).

The components that constitute frames that appear to be the most relevant so far include

“perceptual salience, goal-relevance, intuitive theories, and memory entrenchment” (Barsalou 1992:
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42). This again reflects the highly dynamic nature of frames, starting from the proposed primitives,
to more complex frames and frame systems, all of which is conditioned by, at least, context,
individual differences in construal strategies, goals, and intentions. Frames as such remain
unconstrained in terms of content, which is psychologically valid, but constrained in terms of form
via attribute-value sets, structural invariants, and constraints (Barsalou 1992: 44).

Finally, it is worth noting the distinction between Fillmore’s (1982) and Barsalou’s (1992)
use of the concept frame. Namely, Barsalou’s (1992) notion of frames is focused on the structural
properties that appear in the formal analysis of frames and schemas. Additionally, his framework is
situated within the connectionist paradigm, which, in effect, requires a certain degree of
formalization. In such models, features are interrelated and are characterized by the degree of
cooccurrence. Barsalou (1992) presents relations and attribute-value sets as a better alternative
compared to the feature lists. Also, Barsalou’s frames are made up of attribute-value sets, constraints,
and structural invariants. While Barsalou (1992) sees frames as highly dynamic structures that can be
updated and further elaborated, his notion of frames seems to be more rigid and more formal
compared to Fillmore’s frames. Namely, Fillmore (1982) views frames as elaborate, schematic
knowledge structures, closely linked to the categorization and typicality effects. Also, a connection
is established between framing and contextualization. While Barsalou (1992) also recognizes the
import of context, his framework is still based on a set of specific constraints, a connectionist network
with the possibility of spreading activation, and, most importantly, a set of discrete elements that

guide the construction and activation of frames.

2.3.3 LANGACKER’S DOMAINS

Cognitive domains pose as constructs relative to which semantic structure?® is characterized,
and they “can be any sort of conceptualization: a perceptual experience, a concept, a conceptual
complex, an elaborate knowledge system” (Langacker 1986: 4; Langacker 1991: 3). In somewhat
different terminology, Langacker (1987: 147) understands the domain as “a context for the
characterization of a semantic unit [and they] are necessarily cognitive entities: mental experiences,
representational spaces, concepts, or conceptual complexes.” Also, Langacker (1987: 147) discusses
the three main properties related to domains, which include: (i) “whether a domain can be reduced to
more fundamental conceptual structures,” (ii) dimensionality, and (iii) locational and configurational

domains.

2 Langacker (1986: 4; 1991: 3) calls these semantic structures ‘predications’.
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Firstly, most concepts are defined as a function of other, more basic concepts, hence the
distinction between basic and abstract domains. The former are defined as “cognitively irreducible
representational spaces or fields of conceptual potential” (Langacker 1986: 5; Langacker 1991: 4),
while the latter are defined as “any concept or conceptual complex that functions as a domain for the
definition of a higher-order concept” (Langacker 1987: 150). For instance, the concept knuckle
necessitates the concept finger as the necessary context for understanding, i.e., as the domain in
relation to which knuckle is understood. Moreover, if we take a look at the remaining higher-order
configurations, finger is understood in relation to hand, hand in relation to arm, and arm in relation
to the human body. In other words, domains seldom appear in isolation, but rather function as parts
of larger structures, dubbed domain matrices, within which they are organized hierarchically.
Namely, “the combination of domains simultaneously presupposed by a concept [...] is called a
domain matrix” (Croft and Cruse 2004: 25). In such hierarchies, basic domains appear at the lowest
levels, insofar as they “furnish the primitive representational space necessary for the emergence of
any specific conception” (Langacker 1987: 149). Namely, basic domains possess what Langacker
(1986: 5; 1987: 149; 1991: 4) calls “conceptual potential” which licenses the creation of more
complex concepts and domains. Basic domains also serve as grounding for conceptualization, which
involves interaction between multiple concepts, and when grounded in a basic domain a concept can
yield a set of concepts higher in the hierarchy which also have the potential to give way to novel
conceptualizations (Langacker 1987: 149-150). The process could potentially continue iteratively ad
infinitum. Some basic domains could include time, space (with a marked interaction between the
two), and domains related to human sensory capacities (e.g., color, sound, taste, smell, touch).

Secondly, another important trait of domains is dimensionality. Namely, although basic
domains cannot be reduced to more fundamental structures, concepts that they structure “can be
ordered and grouped in various ways and be determined to lie at different distances from one another”
(Langacker 1987: 150). Bearing in mind that order and distance between concepts in a domain can
be often accounted for in a systematic and coherent fashion, we can argue that the domain has one or
multiple dimensions. For example, time and temperature are one-dimensional domains, space is a
three-dimensional domain, and color is also a three-dimensional domain (Langacker 1987: 150-151).
In relation to any dimension, domains can be bounded or unbounded (Langacker 1987: 151). This is
evidenced in the domains of time and space which are unbounded, on the one hand, as opposed to
temperature and hue, on the other, which are bounded. Moreover, values associated to any of the
dimensions are continuous or discrete (Langacker 1987: 151-152). Discrete values are typically
associated with abstract domains (e.g., a kinship network where only specific values are available),

whereas continuous values are typically related to abstract domains (e.g., hue in the color system).
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Finally, a distinction is made between locational and configurational domains, in the sense
that “a predicate specifies a location or a configuration in some domain (or in each domain of a
complex matrix)” (Langacker 1987: 152). In other words, “distinction relates to whether a particular
domain is calibrated with respect to a given dimension” (Evans and Green 2006: 236). A prototypical
example of a configurational domain would be the domain of space which accommodates two- and
three-dimensional configurations, while temperature can be understood as a locational domain since
temperature values occupy specific locations on the scale. Moreover, locational domains can be
extended into configurational domains (Langacker 1987: 154).

The entire domain-approach to the study of meaning is situated in a broader paradigm of the
encyclopedic view of meaning, where semantics and pragmatics bear only an artificial distinction
(Langacker 1987: 154), owing to the fact that the study of meaning is first and foremost
contextualized. Specific concepts that we encounter in communication are always contextualized in
some way (either by the local context or by background knowledge structures available for
recruitment), and they afford access to wider knowledge structures contained in frames, domains, or
ICMs. In other words, “the entity designated by a symbolic unit can [...] be thought of as a point of
access to a network” (Langacker 1987: 163). Finally,

“from the encyclopedic nature of contextual meaning, that of conventional meaning
follows fairly directly. The latter is simply contextual meaning that is schematized to
some degree and established as conventional through repeated occurrence. Whatever
systems of knowledge are invoked for the contextual understanding of an expression
must be imputed as well to its conventionalized meaning, provided that they are
constant in the series of usage events leading to its conventionalization” (Langacker
1987: 158).

Another important relation in this framework includes profile-base distinctions. Langacker
(1986: 6) defines “the base of a predication [as] simply its domain (or each domain in a complex
matrix),” while the profile represents “a substructure elevated to a special level of prominence within
the base, namely that substructure which the expression designates.” In other words, “the profile is
the entity or relation designated by the word, [while] the base is the essential part of the domain matrix
necessary for understanding the profile” (Evans and Green 2006: 237). Moreover, what is relevant is
the combination of profile and base, inasmuch as the semantic value of a given expression “does not
reside in either the base or the profile individually, but rather in the relationship between the two”
(Langacker 1991: 6). For example, the hypothenuse of a right-angled triangle represents a profile,
against the base constituted by the triangle. In other words, “the meaning of hypotenuse [...] is given

only by the selection of a particular substructure within the base for the distinctive prominence
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characteristic of a profile” (Langacker 1991: 5). Moreover, in the broader context of the encyclopedic
view of meaning, hypothenuse provides an access point to a wider domain matrix that could include
triangles, right-angled triangles, and space, where the vital part of such a domain matrix constitutes
the scope of a concept (Evans and Green 2006: 237).

One base can also give way to multiple profiles; for example, in the case of a right-angled
triangle we can profile the base either in terms of the hypotenuse or in terms of one of the two
kathettes. Also, context typically activates only part of the profile that is relevant and this is dubbed
an active zone (Langacker 1987: 271). Active zones represent “those facets of an entity capable of
interacting with a given domain or relation [...] with respect to the domain or relation in question”
(Langacker 1987: 272-273), and this is licensed by the fact that only certain characteristics of an
entity are compatible with certain relationships or domains. As an illustration of this phenomenon,
Langacker offers examples in which the “highly prominent substructure within the profile [...] does
not precisely coincide with the entity that participates most directly and crucially in the designated
relation” (Langacker 1987: 271):

(a) We all heard the trumpet.
(b) 1 finally blinked.
(c) Bring me a red pencil. (Langacker 1987: 271).

In example (a) the active zone includes the sound that the trumpet produces rather than the physical
object that is profiled; in example (b) blinking defines the eyelid as the active zone, while the entire
body of the speaker is being profiled; and in example (c) red can designate either the color of the
pencil as an object, or the color the pencil produces when used for writing as an active zone, while
the entire pencil is being profiled (Langacker 1987: 271-272). In effect, we can conclude that the
profiled substructure need not match the active zone, and it is open to variations as a direct function

of the relevant context.

2.3.4 COMPARING FRAMES, ICMS, AND DOMAINS

At this point, we will attempt to briefly compare the notions of frames, ICMs, and domains.
Namely, as outlined in Cienki (2007: 183), all three constructs “can serve as a background for
interpreting the meaning of linguistics forms, [so] there is sometimes overlap in how they are used

by different researchers.” Moreover, Kovecses (2006: 64) also argued that frames and ICMs are
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similar in that “they all designate a coherent organization of human experience.” However, there are
certain nuances between the concepts that need to be clarified.

All three constructs emphasize the notion of the encyclopedic view of meaning. In that sense,
Fillmore (1982) argues that frames represent related systems of concepts, where the computation of
meaning entails the understanding of the wider structure (i.e., frame) in which a concept is situated.
Lakoff (1987) presents ICMs as gestalts which serve to organize broader knowledge structures, and
he also highlights their connection to categorization, and levels of prototypicality. Additionally, an
ICM can also be graded for prototypicality, and ICMs can give way to cluster models that also affect
categorization. Similarly, Fillmore (1982) argues that we can make categorization judgments at the
level of a frame. Fillmore (1976) also stresses the import of the conceptual link between framing and
categorization, and the role of context in meaning construction. However, the link between ICMs and
natural categories appears to be more pronounced compared to the connection between frames and
categories. Namely, stemming from the initial effort to provide a semantic description of verb
behavior, frames build on the more primary schematic representations. On the other hand, Lakoff
(1987) developed the construct of ICMs with the primary goal of providing a more comprehensive
account of the nature of categorization. Additionally, although schematic to a certain degree, ICMs
are more akin to idealized schematic representations of events, whereas frames seem to offer a slightly
higher degree of fluidity. In other words, frames appear to be a more flexible construct compared to
ICMs.

Langacker (1987) sees individual words as access points to wider structures of background
knowledge, and argues that a domain can refer to individual concepts, systems of concepts, or even
more elaborate structures. Also, a distinction can be made between basic and complex domains, and
Langacker (1987) also stresses the fact that domains can have multiple dimensions. Moreover, the
import of the relationship between the profile and the base is also highlighted, where the meaning of
the given lexical unit is contained in their relationship between the profile and base. He also stresses
the difference between contextual meaning and conventionalized (i.e., entrenched) meaning. Fillmore
(1982), on the other hand, makes a distinction between the evoked and invoked frames; the former
are activated by the discourse content, whereas the latter are activated by the speaker (and the two
need not match). In broader terms, Fillmore’s framework is based on the schematizations of events,
stemming from his initial scenes-and-frames model.

Overall, domains appear to be far less connected to prototypicality effects compared to both
frames and ICMs. Further, domains also appear to be slightly more rigid structures, in that they are
less schematic compared to frames and ICMs. Instead, domains include a somewhat stricter

distinction between the basic and complex domains, selection of dimensions, and the pronounced
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distinction between the profile and the base. Finally, as outlined in Cienki (2007: 184), differences
between the three constructs are also a reflection of the various theoretical frameworks and the
corresponding aims of those frameworks in which they were initially developed.

2.3.5 SECTION SUMMARY

The primary purpose of the present section was to introduce the notion of semantic frames
and the broader enterprise of frame semantics as developed by Charles Fillmore. We started the
section with the description of the initial scene-and-frame model (Fillmore 1969), moving on to the
discussion of the connection between framing and categorization (Fillmore 1976). The subsequent
section provided an overview based on Fillmore’s (1982) elaboration of the framework of frame
semantics. Namely, Fillmore (1982) brings together the main ideas and concepts discussed in his
earlier work, and provides a detailed account of the main tenets of the framework. In addition to that,
we also discussed the difference between the semantics of understanding and semantics of truth
(Fillmore 1985). In the closing section of the overview of Fillmore’s work, we elaborate on the
connection between sematic fields and frames, and how the latter was introduced as a more dynamic
construct, more suitable for the description of linguistic phenomena.

In the following section we introduced Lawrence Barsalou’s treatment of frames. Namely,
while Barsalou (1992) acknowledges the import of contextual constraints, and also understands
frames as highly dynamic constructs, his approach is couched in the connectivist paradigm (based on
neural networks and spreading activation). In effect, his treatment of frames is somewhat formalized,
which is reflected in a number of constraints and discrete elements. We also discussed Ronald
Langacker’s construct of domains presented as a cognitive structure that poses as a background
context against which the process of meaning construction takes place. Langacker’s work also relies
on the notion of encyclopedic knowledge and he emphasized that words actually serve as proxies that
afford access to larger knowledge structures.

In the closing section, we offered a comparison between the constructs of idealized cognitive
models (ICMs), frames, and domains. While some authors tend to use these concepts interchangeably,
without paying much attention to the finer nuances that exist between them, we argue that the
construct of semantic frames is the most flexible of the three concepts. Namely, this is afforded by
the fact that their schematic structure and contextual variation and structure are somewhat more
flexible compared to ICMs and domains. ICMs were developed as an effort to provide a more
comprehensive understanding of human categorization. Also, they present idealized situations and

interaction that serve as a blueprint against which meaning construction takes place. Domains appear
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to be the least flexible, inasmuch as they seem to bear weaker links to categorization compared to the
other two constructs, and involve a stricter characterization of their structure.

Finally, the activation of semantic frames and possible interaction of the organizing frames of
source and target inputs in conceptual metaphors will be explored in an experimental setup in section
4 of the present study. Also, sections 4 and 5 will be dealing with the effects of framing, and the

activation of frame-level structures in the process of meaning construction.
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2.4 SEMANTIC PRIMING

In this section we turn to the notion of semantic priming which will be included in the
experiments that constitute the main part of the present study. We start by offering a theoretical and
methodological link between contextualization, framing, and semantic priming. After that we discuss
the main characteristics and differences between semantic and associative priming, which is then
followed by the concepts of mediated and backward priming. Then we move on to the role of sentence
context in semantic priming, and we conclude the section with the emphasis of the role of background
knowledge and prediction in the process of online meaning construction.

The notion of semantic and/or associative priming will be of paramount importance in the
main experiments in the present study (sections 4 and 5), as all experiments will involve priming by
congruent and incongruent semantic content. In Experiments 1-4, priming is afforded by
metaphorical sentences, while in Experiments 5 and 6, priming is realized through metaphorically
structured paragraphs which contain homogenous metaphor clusters.

2.4.1 BASIC MECHANISMS AND TASKS IN SEMANTIC PRIMING

What is very important for the methodology and experimental procedures included in the
present study is the fact that framing (i.e., contextualization) is closely related to the notion of
semantic priming that entails “the improvement in speed or accuracy to respond to a stimulus, such
as aword or a picture, when it is preceded by a semantically related stimulus (e.g., cat — dog) relative
to when it is preceded by a semantically unrelated stimulus (e.g., table — dog)” (McNamara 2005: 3—
4). The experimental setup entails the prime, i.e., the stimulus (e.g., semantic content) that precedes
the target stimulus for which responses are measured (McNamara 2005: 4). McNamara (2005) further
introduces the lexical decision task, naming task, and categorization task.

In a lexical decision task, participants are typically presented with words and meaningless
strings of letters. After the priming material has been introduced (usually a word that is either related
or unrelated to the target), participants are presented with the target and asked to perform a lexical
decision task (i.e., to decide whether the target is a word or non-word). Previous research (e.g., Moss
et al. 1995) has shown that “responses are faster and more accurate when the target is semantically
related to the prime” (McNamara 2005: 4), than when the two are not related. In a naming (or
pronunciation) task, participants are asked to read the target word aloud, and previous studies have

shown facilitation when the target is primed by a semantically related word. Finally, the
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categorization task entails judgements of category membership, and, again, congruent priming
facilitates participants’ responses.

In a seminal study that largely influenced all subsequent research on semantic priming, Meyer
and Schvaneveldt (1971) explored the effects of meaning on response times in a lexical decision task.
The lexical decision task was elaborated, in that it involved a simultaneous presentation of two strings
of letters as targets, and the specific target included pairs of words, nonwords, or a combination of a
word and nonword (Meyer and Schvaneveldt 1971: 227). The main task in Experiment 1 required
participants to respond yes if both strings contained in the target stimulus represented words, and no
in all other cases. In the second experiment, the participants were instructed to respond same in
conditions in which the target stimulus contained a combination of two words or two nonwords, and
different in other cases. The dependent variable of interest was response time. Response times were
seen “as a function of the associative relation between the two words [and the experiments were
designed to explore] the nature and the invariance of underlying retrieval operations” (Meyer and
Schvaneveldt 1971: 229).

The results obtained in the first experiment suggested that the degree of association between
words represented a much more powerful effect compared to the effects of homography identified in
previous studies (Meyer and Schvaneveldt 1971: 229). Comparisons of the recorded RTs for identical
types of targets from the two experiments provided the following results: (i) yes responses for targets
that contained pairs of words were significantly faster compared to same responses to the same type
of targets in the second experiment; (ii) no responses for targets that contained pairs of words and
nonwords in the first experiment were faster than different responses for the type of targets in the
second experiment; (iii) for targets that contained pairs of words the difference in the effect of
association between yes (Experiment 1) and same (Experiment 2) responses was not significant; and
(iv) with targets that contained words and nonwords “the effect of the word’s display position on RT
interacted significantly with the task” (Meyer and Schvaneveldt 1971: 230). Finally, the authors
assessed the possible impact of the obtained results on the dominant processing models — the
spreading excitation, location shifting, comparison of meanings, and serial decision model. The
results from the two experiments suggest that “the effects of associations appear limited neither to
semantic nor to same-different judgements” (Meyer and Schvaneveldt 1971: 233).

McNamara’s (1994) study included four experiments based on a lexical decision task. The
main aim of the study was to test the effects of priming by (i) associatively related words, (ii)
unrelated words, (iii) neutral primes, and (iv) nonwords. All four experiments showed the effect of
semantic priming. Moreover, priming with unrelated words, neutral words, and nonwords yielded

almost identical RTs and degrees of accuracy. The obtained results also did not reveal any “evidence
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that between-trials semantic priming was larger in either the neutral or the nonword prime conditions
than in the unrelated-word prime condition” (McNamara 1994: 514). Also, the nonwords priming
condition did not demonstrate any inhibitory effects (McNamara and Diwadkar 1996: 878). This
suggests that lexical decision is constrained by the association that exists between the prime and
target.

The obtained results seem to offer support to the spreading activation models paradigm.
Namely, according to the spreading activation models, “retrieving an item from memory amounts to
activating its internal representation, this activation spreads to associated concepts, and residual
activation accumulating at concepts facilitates their retrieval” (McNamara 1994: 507). On the other
hand, the results contradicted the assumptions of the non-spreading activation models, which assume
that “memory is searched with a cue that contains information about the target item and the context
in which it occurs [and] the familiarity of a compound cue will be higher if it contains associated
items [...] than if it contains unassociated items (McNamara 1994: 507).

Meyer and Ellis (1970) conducted a study that included both a lexical decision task and a
categorization task. Additionally, they considered the level of inclusiveness (i.e., category size). The
smaller target category represented BUILDINGS, While the larger included STRUCTURES. The main
targets in the experiment included congruent and incongruent words; additionally, there was a group
of pseudowords, “based on existing English words in which at least one vowel was replaced with a
different vowel, or a consonant with another consonant” (Figar 2020: 161). The dependent variables
were reaction times “measured from the onset of the test stimulus” (Meyer and Ellis 1970: 4), and
accuracy.

The obtained results showed shorter response times for yes responses compared to no
responses. The recorded mean response times increased “with semantic category size for both
responses, although the category-size effect was somewhat less for yes responses” (Meyer and Ellis
1970: 4). Mean response times from the lexical decision task “fell between those of yes answers to
the semantic questions” (Meyer and Ellis 1970: 4). Overall, the obtained data suggest that the two
main experimental tasks (i.e., the lexical decision and categorization task) do not involve the same
underlying processes. Additionally, the increase in category size was associated with the increase in
the number of search items.

Higgins, Bargh and Lombardi (1985) investigated how priming would affect participants’
responses in a subsequent categorization task. The priming materials were classified as containing
elements that were presented either most frequently, or most recently. The obtained results were
analyzed in relation to the following three models: (i) the storage bin model, where it is proposed that

the recent construct will be more active irrespective of the delay; (ii) the battery model, according to
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which constructs more active after short delays will exhibit a similar tendency after longer delays
(Higgins, Bargh, and Lombardi 1985: 64); and (iii) the synapse model, where “the recent construct
will have the advantage after a brief delay, but the frequent construct will have the advantage after a
long delay” (Higgins, Bargh, and Lombardi 1985: 64).

The obtained results showed that if the target is presented almost immediately after the prime,
their categorization judgments are constrained by the most recent prime, whereas a delay between the
prime and the subsequent target shows that participants’ categorization decisions are guided by the
frequently primed elements (Higgins, Bargh, and Lombardi 1985: 66). In effect, the results seem to
go in favor of the synapse model, where it is proposed that “after a sufficient delay, the frequent
construct will be at a higher level of action potential than the recent construct, given its slower rate
of dissipation” (Higgins, Bargh and Lombardi 1985: 66). Additionally, even “momentary, and even
accidental, contextual factors can have a considerable influence” (Higgins, Bargh, and Lombardi
1985: 68) on participants’ categorization judgements.

Figar (2020) conducted a study in which he tested the activation of semantic frames in pre-
task priming, using a lexical decision and categorization task. Namely, the study included two
experiments based on a response time paradigm. Experiment 1 included two experimental groups: (i)
the control group, that did not undergo any priming, and (ii) the experimental group. Participants in
the experimental group were instructed to first read a paragraph describing a person on a journey,
which contained vocabulary from the JOURNEY frame. Paragraph reading times were not limited.
After that, the participants proceeded to the main part of the experiment that included a lexical
decision task, and the relevant dependent variable was response time. The target stimuli were words
from the category of JOURNEY, which had undergone an initial norming procedure. Namely, a list of
potential stimuli was rated for prototypicality of 6-point Likert scales, and based on the obtained
results, the top five 1-, 2-, 3-, and 4-sylable words were included as targets in the main task. The
experiment also included distractor-items (words and non-words). The control group, on the other
hand, proceeded directly to the main task. The comparison of the two experimental groups did not
show any significant differences in the recorded RTs. In other words, the expected facilitation due to
priming in the experimental group could not be revealed using the lexical decision task.

Experiment 2 used a similar setup. Namely, it also included a control group and an
experimental group. However, the main part of the experiment included a categorization task. Also,
the priming paragraph was designed to trigger the frame of CONFLICT, and targets used in the
experiment were also from the frame of CONFLICT. These targets were also selected after an initial
norming study of prototypicality ratings, using the same criteria described above. Comparison of RTs

between the two experimental groups in this experiment showed a facilitation in the experimental
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group. Put differently, pre-task priming produced a bias reflected in shorter RTs recorded in the
experimental group, as revealed in the main categorization task. Furthermore, Figar (2020) also
conducted additional comparisons of the recorded RTs between the experimental and control groups
in each of the experiments. In both cases the comparisons showed significantly longer overall mean
RTs in the second experiment. This in turn suggests that the categorization task involves a greater
cognitive load compared to the lexical decision task. This finding is aligned with the conclusions
presented in Meyer and Ellis (1970), who also highlighted the fact that the two tasks most likely
involve different processes. Moreover, the categorization task appears to be more suitable for the
detection of semantic frame activation compared to the lexical decision task, insofar as “the lexical
decision task reduces the cognitive load, thereby overriding the priming condition” (Figar 2020: 176).
Additionally, the efficacy of the categorization task might also be facilitated by the close conceptual
links between categorization and framing outlined in Fillmore (1976).

Among other mechanisms, McNamara (2005) also discusses the differences between
automatic and strategic priming. In general, automatic processes have “a quick onset, proceeding
without intention or awareness, and producing benefits but not costs,” whereas strategic processes
“are slower acting, require attention, are conscious, and produce both benefits and costs” (McNamara
2005: 65). When it comes to semantic priming, it will most likely entail a combination of automatic
and strategic processes. Moreover, previous research has dealt with two specific strategic processes
that include expectancies and semantic matching (McNamara 2005: 66). The former involves “the
active generation of candidates for the upcoming target, or at least the belief on the part of subjects
that primes will be followed by semantically related targets” (McNamara 2005: 66). Consequently,
if the prime and the corresponding target are congruent, i.e., if the expectancy created by the prime
has been met, participants’ responses will be facilitated; on the other hand, if the expectancy is
violated, the mismatch will have an inhibitory effect (Balota, Yap, and Cortese 2006: 334). Matching,
on the other hand, entails “the search for a relation from the target back to the prime” (Balota, Yap,
and Cortese 2006: 334). In a lexical decision task, for example, identifying a relation between the
target and its corresponding prime should facilitate responses to meaningful words, whereas not being
able to identify such relations should have an inhibitory effect. Moreover, “it is commonly assumed
that lexical decision is more prone to semantic matching than is naming” (McNamara 2005: 71).
Based on the data available from previous research, McNamara (2005: 71) also concludes that
expectancies are typically associated with facilitation, whereas matching is more likely to produce
inhibitory effects. Additionally, one of the most important factors that seems to affect strategic
processes in general is stimulus onset asynchrony (SOA), defined as the temporal difference between

the presentation of prime and target.
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2.4.2 SEMANTIC OR ASSOCIATIVE PRIMING?

Another important distinction is that between semantic and associative priming (e.g.,
McNamara 2005; Balota, Yap, and Cortese 2006). Associative priming is licensed by words that are
associatively related, while semantic priming is afforded by purely semantic relations between words,
which entails “any relation that might appear in a good-faith attempt to define a word (e.g., apples
are red, a broom 1is used to sweep)” (McNamara 2005: 83). However, from a linguist’s perspective,
such distinctions are not entirely warranted. While we can discuss the issue of core meanings, as
proposed in traditional semantics and componential analysis, we have already argued (see section 2.1
above) that only when the notion of context is introduced can we attempt to tackle the problem of
meaning construction in a truly comprehensive manner. In other words, bearing in mind the individual
differences and different meaning-construction strategies that speakers may employ, it is nearly
impossible to discuss the relatedness of a pair of words (assuming that they are indeed related in the
first place) only in terms of semantic relatedness, seeing that the associative relations that can also be
triggered by the ongoing context are constructed and/or activated simultaneously. In other words,
“teasing apart semantic influences from associative influences has been rather difficult because these
relationships typically co-occur” (Balota, Yap, and Cortese 2006: 327)*. Similarly, McNamara
(2005: 86) also argues that “the distinction between purely semantically related words and
associatively (and semantically) related words is an artificial categorization of an underlying
continuum.” Moreover, bearing in mind that cognitive linguistics advocates the encyclopedic view
of meaning, with semantic frames as possible storage systems that contain not only core meanings of
lexical items, but also schemas in which they typically occur, the difficulty in distinguishing between
purely semantic and associative links is even more evident. In effect, apart from being useful
analytical tools, essentially the two go hand in hand.

Lucas (2000) performed a meta-analysis of the existing studies in order to explore the
potential differences between semantic and associative priming effects. While the analysis did offer
evidence in favor of the postulated difference between semantic and associative priming that fits into
the modular approach of the organization of semantic knowledge (Lucas 2000: 618), we still
emphasize the discussion from the previous paragraph. For example, in the concluding section of the
analysis, Lucas (2000: 627-628) argues that one of the variables that needs to be inspected more
closely, and that might be responsible for the smaller effect size in the case of semantic priming as

opposed to associative priming is “the strength of semantic relationship.” She discusses the study of

24 Also, Balota, Yap, and Cortese (2006: 328) discuss the nature of semantic priming, but they emphasize the fact that
they “will use the term “semantic” priming effects [... even though ...] many of these effects could be primarily
“associative” in nature.”
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McRae, De Sa, and Seidenberg (1997) where participants were asked to rate similarities of prime-
target pairs on a 9-point Likert scale. The results of that study showed a significant effect of priming
for stimuli that were more similar, while those that were less similar did not yield significance.
However, what we would like to point out is that the ratings of the degree of similarity between prime-
target pairs that the participants were asked to perform cannot be controlled for potential confounding
effects of associative links. Seeing that participants were not experts in linguistics, there is no way to
guarantee whether they relied only on the direct semantic relatedness of word pairs, or perhaps also
on the relevant background knowledge that may also include possible associative links between
words. Still, Lucas (2000: 627) highlights the fact that “the results of the meta-analysis do, however,
strongly support the interaction of lexical and semantic information.” Also, the greater effect sizes
recorded for associative priming can be accounted for by the associative boost, seeing that the already
present semantic relatedness between words is amplified by the associative links Lucas (2000: 627).

Hutchinson (2003) performed a microanalytic review to assess the differences between
semantic and associative priming reported in previous research, and obtained somewhat different
results compared to those presented in Lucas (2000). Hutchinson (2003: 789) stresses the difficulty
in selecting stimuli that bear no semantic relations, but are related in terms of associative relations
alone. Also, he argues that research that has identified semantic priming suffers from the same
shortcomings (Hutchinson 2003: 796). While the analysis has offered some new and different
conclusions to those outlined in Lucas (2000), there are also certain points on which the studies agree.
Namely, in line with Lucas (2000), Hutchinson (2003) also connects automatic priming to items that
are functionally related. Also, the associative boost has been recognized, yet it is unclear whether it
can be attributed to the combination of lexical and semantic properties, or perhaps “to a greater
overlap in semantic features” (Hutchinson 2003: 805). However, there are three important issues on
which the two studies depart: (i) automatic priming does not seem to occur with category coordinates
as claimed before; (ii) the overall “pure semantic effect” could not be identified; and (iii) Hutchinson
(2003) managed to identify purely associative priming, especially in cases of mediated priming which
were not included in the analysis presented in Lucas (2000). In conclusion, the results presented in
Hutchinson (2003) highlight the import and existence of purely associative priming which cannot be

viewed in isolation from semantic priming, as the two bear intrinsic links.

2.4.3 MEDIATED PRIMING AND BACKWARD PRIMING

Another two important priming effects that may be interpreted in the context of both semantic

and associative priming include mediated priming effects (e.g., Cramer 1969; McNamara and

110



Altarriba 1988; McNamara and Healy 1988; Chwilla, Kolk, and Mulder 2000) and backward priming
(e.g., Jacobson 1973; Kiger and Glass 1983; Peterson and Simpson 1989; Kahan, Neely, and Forsythe
1999).

Mediated priming refers to cases where the prime and target are related via an intermediary
concept. For instance, Balota, Yap, and Cortese (2006: 328-329) discuss the example of lion and
stripes being related via tiger which belongs to the same category of wiLD ANIMALS as lion. In general,
experimental paradigms involving the lexical decision task typically fail to capture this effect;
however, when the lexical decision involves both the prime and target, or when responses are made
only to words (and not to non-words), the effect of mediated priming becomes evident (Balota, Yap,
and Cortese 2006: 329). Moreover, “researchers have [...] argued that checking processes tied to the
lexical decision task can strongly control when mediated priming effects will be found in this task”
(Balota, Yap, and Cortese 2006: 329). Namely, when participants typically search for relationships
between primes and targets, this can cause a lag that suppresses the effects of mediated priming, since
the link between stimuli in this setup is clearly indirect. In that sense, McNamara and Altarriba (1988:
545) argue that mediated priming can be identified in a lexical decision task only if “directly related
words (e.g., “lion-tiger”) are not included on test lists,” or if the task does not prompt participants to
check for relatedness between the prime-target pairs.

With backward priming, we can distinguish between cases when (i) semantic priming can still
be identified even when the prime appears temporally after the target, and (ii) backward semantic
priming (Balota, Yap, and Cortese 2006: 331). In the former case, results from previous research
suggest “that early on in target processing, subsequent related prime information/activation can
actually “catch-up” to influence response latencies to the target” (Balota, Yap, and Cortese 2006:
331). For instance, Jacobson (1973: 65) identified the facilitation in word recognition when the target
was presented in the condition with backward masking by an associated word, compared to the
condition with the unassociated word. Kiger and Glass (1983: 362) also found “that a prime presented
after the lexical decision target can facilitate responses to that target,” which also suggests that the
participants were engaged in parallel processing.

In the latter case, evidence of backward semantic priming is mainly associated with the
experiments involving a lexical decision task, while experiments involving a pronunciation task allow
for the identification of backward semantic priming only with short SOAs (Balota, Yap, and Cortese
2006: 331). In backward semantic priming, primes and targets are related directionally, like in the
case of compounds. For instance, Kahan, Neely, and Forsythe (1999) included an experimental
condition in which compounds were formed in the target-prime direction (e.g., target — bell, prime —

hop). Additionally, they also included a condition with non-compound stimuli (e.g., target — stork,
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prime — baby). Their results showed “robust and equivalent [effects of backward priming] under all
conditions in the lexical decision task, ranging from 24 to 30 msec in magnitude” (Kahan, Neely, and
Forsythe 1999: 108), and it was the same for both compounds and non-compounds. In the
pronunciation task the effect was smaller “and [it] was statistically significant only for the 150-msec
SOA (a 13-msec effect) and not for the 500-msec SOA (a 4.5msec effect)” (Kahan, Neely, and
Forsythe 1999: 108).

2.4.4 SENTENCE CONTEXT AND SEMANTIC PRIMING

Morris (2006: 386) stresses the fact that “context influences the status of the candidate
meanings as they become available to the reader,” and that congruent priming contexts facilitate RTs
to target words, as opposed to both neutral and incongruent contexts. In other words, “one of the most
robust findings in word recognition literature is that a word is processed faster when it is preceded by
a congruent context than when it is preceded by a neutral, incongruent, or scrambled context” (Morris
1994: 92). One of the factors that might have to do with the influence of sentence context on word
processing is predictability. Morris (2006: 387) defines predictability as “the extent readers might
anticipate the identity of upcoming words based on the context in which they occur.” Previous
research suggests that congruent contexts can indeed facilitate the processing of words predictable
from the context, and that words that are predictable are also more often skipped during reading.
However, unlike the restricted experimental setups, sentences that occur in natural language rarely
contain information that is restrictive enough to license accurate and reliable predictions of the
upcoming words that are to appear in ongoing discourse (Morris 2006: 387). Additionally, previous
research has also reported cases when there was no inhibition in the naming task when the target word
was preceded by the incongruent context, compared to the neutral context, although the researchers
hypothesized that the incongruent context would show stronger inhibitory effects compared to the
neutral context (Stanovich and West 1983, reported in Morris 2006: 387). In effect, although it may
appear as a confound in some cases, predictability cannot be understood as the only mechanism that
facilitates the influence of (congruent) sentence context.

Another possible mechanism that might influence word processing in sentence context is
intralexical priming, where it is assumed “that contextual facilitation arises from word-to-word
associations, or intralexical priming” (Morris 2006: 388). Again, there iS opposing evidence from

different studies that suggest that the effect of intralexical priming appears to be very restricted, and
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that the relatedness between lexical items alone is insufficient to facilitate word processing®. For
instance, Sereno and Rayner (1992) did in fact manage to capture the facilitative effect of intralexical
priming using the fast-priming paradigm in the eye tracking procedure. Namely, the goal of their
study was to explore the time course of priming in a reading task (Sereno and Rayner 1992: 173), and
they developed the new, fast-priming paradigm where “a prime word is presented foveally at the
onset of an eye fixation while subjects are reading, [and] after a brief exposure, the prime is replaced
by the target word” (Sereno and Rayner 1992: 173). They also argued that apart from priming via
individual words, which was typically used in previous research, sentences, or even larger sections
of discourse could also be used as primes (Sereno and Rayner 1992: 173). Specifically, they
monitored participants’ eye movements in a reading task and the stimuli were presented as individual
sentences. The position of the target word was initially occupied by a random letter string, and once
the participants reached the target position, first a prime that was related, unrelated, or the same as
the target word appeared in the target position, in the duration of 60, 45, and 30 ms (Sereno and
Rayner 1992: 175). Then the prime was replaced by the target in the same position, and there were
no more changes until the participant finished reading the sentence. Overall, the obtained results
showed facilitation in reading times for targets in conditions when targets were presented after
semantically related priming words that appeared in the duration of 30 ms. However, other studies
have shown such facilitation only within a single clause (e.g., Carool and Slowiaczek 1986, reported
in Morris 2006: 388), suggesting that the effects of intralexical priming are very short and restricted.

Morris (2006: 389-391) also discusses the influence of interactive sentence context. Namely,
interactive accounts of the influence of context suggest that “emergent properties of the discourse
representation may influence the processing of individual words during reading” (Morris 2006: 389),
since lexical relatedness, as discussed above, is not enough to account for the recorded effects of
context. For instance, Morris (1994: 94) conducted a study using an eye tracker, which involved two
experiments designed “to assess the effects of lexical and message-level sentence context on lexical
access during reading.” The first experiment aimed to explore the finding “that a congruent sentence
context can facilitate access of a word even when that word is not explicitly predicted by the context,”
while the second experiment aimed “to provide a stronger test of the possible influence of higher
order sentence representations on lexical access, beyond effects that could be accounted for by an
intralexical priming mechanism” (Morris 1994: 94).

Results obtained from the first experiment showed that in the silent reading task the priming
sentence context can “speed the processing of a word that is not explicitly predicted by that context”

(Morris 1994: 97). Although this does not necessarily limit the identified effect only to intralexical

2 For a detailed overview of these studies see Morris (2006: 389).
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priming (which has clearly been identified), it does not allow for any extrapolation of conclusions
onto the influences of wider sentence context. The second experiment showed somewhat different
results; namely, “fixation on the target word was shorter when that word followed a context in which
the message-level representation was semantically related to the target word than when it [...] was
unrelated [...], although the critical lexical contents of the sentence contexts did not differ” (Morris
1994: 100). Moreover, such results suggest that intralexical priming and sentence-context priming
“need not be mutually exclusive” (Morris 2006: 390), and “that both intralexical and message-level
priming may operate independently to influence lexical access as words are encountered in the
context of a sentence” (Morris 1994: 101). Still, while the idea of an interactive model is appealing
and perhaps to some extent even obvious, the nuances of such a complete model are yet to be
elaborated.

Swinney (1979) conducted two experiments with a lexical decision task, in which he
investigated the effects of semantic context on sentence comprehension. The main aim of the study
was to investigate how congruent contexts, which occurred as priming materials, would facilitate
participants’ choices in selecting the relevant reading for ambiguous words that appeared as targets
(Swinney 1979: 646). Swinney (1979: 646) also discusses two types of hypotheses that are typically
used to explain the effects of context: (i) the interactive sentence processing view, which assumes
that “that prior contextual information can act to direct lexical access so that only a single, relevant
reading is ever accessed for an ambiguity” (Swinney 1979: 646), and (ii) the post-decision or
multiple-meaning hypotheses according to which the priming context exerts its influence “only after
all information is accessed for ambiguity” (Swinney 1979: 646). In other words, the former group of
hypotheses assumes that lexical access is not restricted and conditioned by the priming context,
whereas the second group assumes that lexical access is autonomous, and affected by context only
once the lexical information has been accessed. For instance, Swinney and Hakes (1976) showed that,
at least to a certain extent and under certain conditions, context interacts with lexical information in
the pre-decision phase. In other words, “at least some types of prior disambiguating contexts can
eliminate the processing load effect typically obtained following an ambiguity [and] it appears that
there are situations in which contexts place selective constraints upon the information which is
accessed for an ambiguous word” (Swinney and Hakes 1976: 688). Moreover, this does not involve
the same processes as in the case when the biasing context appears after the ambiguous target.

The experimental materials used in the study included 36 sentence pairs, with factorial
combinations of ambiguity and context, where both variables included two conditions. Namely,
ambiguity included “either an ambiguous word or an unambiguous control word which was roughly

synonymous with one reading of the ambiguity,” while context included “either no disambiguating
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context, or a prior, strongly predictive, disambiguating context” (Swinney 1979: 649). An example
of experimental materials is given in Table 2.2. Priming materials were presented as auditory
recordings, while targets were presented visually. Such cross-modal priming allows for the target to
be presented at the same time as the prime, ensures that the prime is used during the comprehension
phase, and also reduces the risk that other experimental variables might distract participants from the
task (Swinney 1979: 648). Participants were instructed to listen to the sentences for comprehension,
and that at certain points a target word would appear and that they would be asked to make a lexical
decision task for the given targets. The second experiment included a replication of the first, and an
extension in which the targets “appeared three syllables following the ambiguous (or control) word

during the course of the sentence” (Swinney 1979: 654).

Table 2.2. Experimental materials (adopted from Swinney 1979: 650)

Ambiguity condition
Context Ambiguous Unambiguous
condition

Rumor had it that, for years, the government Rumor had it that, for years, the government
building had been plagued with problems, building had been plagued with problems.

No context building had been plagued with problems, The man was not surprised when he found
several bugsa in the corner of his room. several insectsa in the corner of his room.
Rumor had it that, for years, the government ~ Rumor had it that, for years, the government
building had been plagued with problems, building had been plagued with problems.
Biasing context  The man was not surprised when he found The man was not surprised when he found
several spiders, roaches, and other bugsa in several spiders, roaches, and other insectsa in
the corner of his room. the corner of his room.
Visual words ANT (contextually related)
Displayed at SPY (contextually inappropriate)
wA
SEW (unrelated)

Overall, the results obtained from both experiments suggest that “semantic contexts do not
appear to direct lexical access” (Swinney 1979: 657), which, in effect, offers support for the post-
decision hypothesis. However, while the data suggest that semantic context does not directly affect
access, it might facilitate the choice of the relevant sense of the ambiguous target word, and it might
also play arole in other post-access processes. Consequently, the study also did not manage to identify
sentence comprehension as completely interactive, as different kinds of information do not seem to
interact across all processing levels.

McNamara and Diwadkar (1996) conducted a study where participants were first instructed
to read a set of short paragraphs, after which they proceeded to the recognition test with target words

that appeared in the paragraphs. They used the following three priming conditions: (i) primes from

115



the same sentence as the target, (ii) primes from a different sentence and different paragraph
compared to the target word, and (iii) unassociated words defined as “foil” primes. Based on previous
research the authors expected that the primes from the same sentence would facilitate participants’
reactions compared to primes from a different sentence, and they also wanted to compare foil primes
and primes from different sentences (McNamara and Diwadkar 1996: 879). It is also worth noting
that foil primes used in this study were “matched with the different-sentence primes on structural
properties and [...] lexical status” (McNamara and Diwadkar 1996: 879), as opposed to nonword
primes used in previous research (e.g., McNamara 1994), where nonwords could be easily
distinguished from actual words based, for example, on orthographic properties alone.

The first experiment was designed to test whether foil priming would cause an inhibition in
word recognition decisions. The results revealed the presence of associative priming; however, there
was no evidence of inhibition caused by foil primes. Additionally, “priming occurred between
successive targets when they were from the same sentence” (McNamara and Diwadkar 1996: 881).
The second experiment was a simplified version of the first one, inasmuch as the manipulation of
between-trial relatedness was removed, and “all critical targets were unrelated to the targets on the
preceding trial” (McNamara and Diwadkar 1996: 882). Again, foil primes did not cause the
hypothesized inhibition. Finally, the design of the third experiment was similar to that of the second,
the only difference being that the order of primes and targets was reversed, and items that served as
targets in the previous two experiments were now used as primes, whereas foil primes appeared as
targets. Such line of reasoning was supported by the idea that “foil primes would be expected to
inhibit responses to targets only if their familiarity was lower than the familiarity of different-sentence
primes” (McNamara and Diwadkar 1996: 883).

In all, there was no evidence of inhibition afforded by foil primes in any of the three
experimental conditions. The authors also argued that such findings go hand in hand with “recent
results in lexical priming, where it has been found that that nonword primes do not inhibit responses
to word targets” (McNamara and Diwadkar 1996: 883). More generally, the obtained results suggest
that “the retrieval of information from memory may be guided by the functional role that the

information plays in the context in which it appears” (McNamara and Diwadkar 1996: 891).
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2.4.5 IMPORTANCE OF BACKGROUND KNOWLEDGE AND PREDICTION IN ONLINE
MEANING CONSTRUCTION

Language users are understood to be actively engaged in meaning construction, and this
includes “using prior knowledge and experience to generate expectations about how a discourse will
unfold in the near future” (Brothers, Swaab, and Traxler 1999: 135). Moreover, linguistic content can
activate relevant background knowledge structures that can aid in comprehension and meaning
construction. In that sense, “in more highly constraining contexts, comprehenders can also make
predictions about specific lexical items that are likely to appear in the upcoming discourse” (Brothers,
Swaab, and Traxler 1999: 136). Consequently, the already introduced discourse content builds
expectancies, thereby facilitating the comprehension and even prediction of potentially congruent
(i.e., expected) lexical items (i.e., targets). In more general terms, this can be related to a process
analogous to pattern completion, where the activated background knowledge affords the construction
of appropriate schemas that facilitate the anticipation of those targets that would fit well into the
general schema. Depending on the theoretical framework you subscribe to, these schematic structures
can be understood as schemas, scripts, frames, or even mental models. Regardless of the terminology,
what is relevant is the converging evidence in favor of such background knowledge structures and
their facilitative role in the general process of online meaning construction.

Moreover, during reading, highly predictable contexts will allow readers to skip words
typically associated to those contexts (e.g., Rayner et al. 2011). Additionally, Schwanenflugel and
Shoben (1985) have shown that incongruent lexical items that appear as sentence endings cause lags
in participants’ RTs. In order to remedy some of the shortcomings in methodologies present in the
previous studies, insofar as they have not been able to clearly delineate the influences of individual
lexical items and effects of broader context in prediction, Brothers, Swaab, and Traxler (1999: 136)
“used a paradigm that isolates the effects of lexical prediction from other sources of contextual
facilitation.” The results showed differences in the contribution of lexical prediction and sentence
context on lexical processing (Brothers, Swaab, and Traxler 1999: 144).

Namely, prediction modulated the recorded “ERPs approximately 200 ms after the appearance
of the critical, sentence-final word” (Brothers, Swaab, and Traxler 1999: 144), whereas the effects of
contextual facilitation influenced the recorder ERPs “approximately 100 ms after the onset of the
prediction-rated negativity” (Brothers, Swaab, and Traxler 1999: 145). The identified temporal
dissociation between the effects of lexical prediction and sentence context suggests that lexical
prediction is indeed primary in this process, and “that there is no single point during lexical processing

when all potential constraints affecting word processing simultaneously come to bear” (Brothers,
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Swaab, and Traxler 1999: 145). While this study suggests that prediction takes place ahead of effects
of context, we still need to bear in mind that context is a complex structure, and there are numerous
variables (e.g., the identity of the speaker, relationships between interlocutors, level of formality, and
similar) that could in fact “influence the selection and pre-activation of specific lexical candidates as
a discourse unfolds” (Brothers, Swaab, and Traxler 1999: 146).

Put differently, apart from explicit priming used in experimental setups, in real-life
communication various contextual cues can indeed prime language users, thereby preparing them for
the incoming information. Owing to their previous experience and background knowledge structures
available for recruitment, they can anticipate the upcoming information not only on a lexical-semantic

level, but also on a more comprehensive meta-pragmatic level also.

2.4.6 SECTION SUMMARY

In summary, in the present section we discussed the main mechanisms and experimental
setups used to explore the possible effects of semantic priming. Namely, the main premise of the
procedure is that the presentation of the antecedent lexical-semantic material will affect participants’
responses in the main experimental task. This typically involves lexical decision, naming, or
categorization tasks. Additionally, the priming materials are understood to produce expectancies with
participants, in the sense that they can be used to predict a range of possible and sensical targets
congruent in relation to the prime. If the expectancies are violated, then the target is understood as
incongruent in relation to the prime.

Viewed in the broader context of cognitive linguistics and the encyclopedic view of meaning
(e.g., Fillmore 1982; Evans and Green 2003), it can be argued that framing, contextualization, and
priming pose as analogous processes. Namely, as argued above, various framings can produce
different expectations. In other words, bearing in mind that specific words that appear in the prime
should serve as proxies for larger frame structures to which the given word belongs, the activation of
such frame-level structures also produces expectancies that can facilitate the recognition and/or
associated tasks for items related to the activated frame. In that sense, frame activation imposes a
certain viewpoint for the participant, i.e., it provides the context against which all subsequent
decisions are made. In effect, the three processes can be understood as equivalent. The prime affords
the activation of the relevant frame-structure, which, on the one hand, helps trigger the relevant set
of expectancies, and, on the other, constructs a context which provides the background for all
subsequent decision-making processes. The possible effects of these three constructs will be

addressed in more detail in the main experiments in the present study (sections 4 and 5).
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2.5 CONCEPTUAL METAPHOR: ORIGINS AND DEVELOPMENT

In the present section we turn to the discussion and overview of the relevant theoretical
frameworks and related research on conceptual metaphor. The section begins with the overview of
the most prominent approaches to the study of conceptual metaphor in the domain of cognitive
linguistics. We also introduce the notion of image schemata, as they frequently serve as the base for
metaphorical projections, and the relevant methodologies for metaphor identification. We also
explore the phenomenon of metaphor clustering, and the procedures for cluster identification. After
that, in the next section we address the main approaches to the study of metaphor comprehension in
the domain of psycholinguistics, and offer an overview of the selected studies. This is followed by a
detailed review of the research dealing with the main dimensions involved in metaphor
comprehension. Seeing that context plays an important role in meaning construction in general, as

well as in metaphor comprehension, the role of context is explored in more detail in a separate section.

2.5.1 CONCEPTUAL METAPHOR IN COGNITIVE LINGUISTICS

Although cognitive linguists typically attribute the initial effort towards the analysis of
conceptual metaphor and the acknowledgement of its import for human cognition to the work of
Lakoff and Johnson (1980a; 2003[1980b]), the interest in conceptual metaphor can actually be traced
back to much earlier investigations by Richards (1965[1936]), Black (1962), Embler (1966), and
Petrovi¢ (1967[1933]). The present section starts with the overview of these earlier approaches, which
is then followed by the presentation of Lakoff and Johnson’s conceptual metaphor theory (CMT) and

its critical assessment.

2.5.1.1 INTERACTION VIEW OF METAPHOR

Black (1962: 27) notes that while examples of metaphors typically involve entire sentences,
usually the focus is placed on a single word that actually conveys metaphorical meaning. Further,
these metaphorically used words work against the background of literal expressions. Specifically, the
metaphorically used word is understood as “the focus?® of the metaphor, and the remainder of the

sentence in which the word occurs the frame” (Black 1962: 28). For instance, in the sentence “The

26 QOriginal emphasis.
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chairman plowed through the discussion” (Black 1962: 26), the word plow is the (metaphorical)
focus while the remainder of the sentences constitutes the frame. Black (1962: 28) also emphasizes
that it is the frame that can render the focus either metaphorical or non-metaphorical. Essentially,
metaphoricity is intimately linked to meaning, i.e., metaphor is a matter of semantics. According to
Black (1962: 29), metaphorical interpretations are also linked to specific contexts of use.

One way to understand metaphor use is through the substitution view (Black 1962: 31).
Namely, under this view metaphorical use of the focus is understood as euphemistic, in the sense that
the speaker does not express her/his attitude directly, but via improper use of the original literal
expression. In other words, a metaphorical expression substitutes the appropriate literal expression
that would explicitly convey the intended meaning. As Black (1962: 32) claims, “the focus of a
metaphor, the word or expression having a distinctively metaphorical use within a literal frame, is
used to communicate a meaning that might have been expressed literally.” Another position is the
comparison view of metaphor, where metaphors are thought to be based on similarity and analogy
(Black 1962: 35). Black (1962: 35) sees the comparison view as “a special case of the substitution
view [insofar as] the metaphorical statement might be replaced by an equivalent literal comparison.”
The main difference is that the comparison view affords a richer paraphrase?’. Bearing in mind that
the comparison view has received criticism on the grounds that it is rather vague (and nearly vacuous),
it needs to be stressed that metaphors actually create similarities, and are not based on the preexisting
similarities.

Black (1962: 38) introduces his own view of metaphor — the interaction view, aimed at
remedying the shortcomings of the two afore mentioned views. The interaction view stems from
Richards (1965[1936]: 93) who also saw metaphor as a kind of interaction, to the extent that it entails
“two thoughts of different things active together and supported by a single word, or phrase, whose
meaning is a resultant of their interaction.” The frame constituted by the sentence, i.e., the novel
context it creates, “imposes extension of meaning upon the focal word” (Black 1962: 39). Black
(1962: 39) discusses the example “Man is a wolf,” where wolf is the subsidiary subject, and man is
the principal subject. These two subjects are understood as systems of elements (reminiscent of
Fillmore’s (1982) notion of semantic frames, Langacker’s (1986) notion of domains, or Lakoff’s
(1987) construct of ICMs) which can evoke the commonalities that exist between them. Namely, the
metaphor is understood to yield a new set of implications, so that “[t]he new implications must be
determined by the pattern of implications associated with literal uses of the word wolf” (Black 1962:

41). Also, metaphor imposes a force-dynamic effect on the understanding of the concept man, insofar

27 Black (1962: 36) analyzes the example ‘Richard is a lion’. Under the substitution view this would be interpreted as
‘Richard is brave’, while under the comparison view it would be understood as a simile ‘Richard is like a lion (in being
brave)’. The paraphrase afforded by the comparison view refers to both Richard and lions.
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as it can highlight some traits while suppressing others. Consequently, a metaphor can also be
understood as some sort of a filter (Black 1962: 39). Black (1962: 42—43) also claims that implications
can afford the construction of subordinate metaphors, in addition to the primary metaphor. Such
metaphor systems are related by the discourse context and can reinforce the activated system of
implications. Another important concept that this framework involves is metaphor ground which
comprises the common characteristics (Richards 1965[1936]: 117) between the subsidiary and
principal subjects.

To summarize, the interaction view is based on the following seven assumptions (Black 1962:
46-47):

I.  ametaphorical expression includes the principal subject and a subsidiary subject;
ii.  these subjects need to be understood as systems of elements, and not as individual items;
iii.  the principal subject undergoes the appropriation of traits selected from the subsidiary subject;
iv.  the transferred implications can either involve commonalities between the two subjects, or
can be constructed online by the speaker;
V.  “[t]he metaphor selects, emphasizes, suppresses, and organizes features of the principal
subject by implying statements about it that normally apply to the subsidiary subject” (Black

1962: 46-47);

vi.  there is a shift in meaning that can be identified for words that are a part of the same system

as the metaphorically used words;

vii.  the ground for metaphorical shifts in meaning is not predetermined.
Overall, the interaction view assumes that the reader will “use a system of implications [...] as a
means for selecting, emphasizing, and organizing relations in a different field” (Black 1962: 46). In
other words, metaphorical meaning involves the understanding of the principal subject through the
prism of the subsidiary subject. This process is more complex than a simple comparison of the two
concepts.

Even before Black (1962), Richards (1965[1936]) also introduced an interactive view of
metaphor. Richards (1965[1936]: 92) acknowledges the omnipresence of metaphor in everyday
language, as well as in politics, psychology, sociology, philosophy and other fields. Also, he notes
that metaphors can be used to guide our thoughts. Richards’ (1965[1936]: 93) understanding of
metaphor entails that “when we use a metaphor we have two thoughts of different things active
together and supported by a single word, or phrase, whose meaning is a resultant of their interaction.”
He criticizes the traditional view of metaphor (where metaphors were understood as anomalous uses
of words) and stresses his view according to which metaphorical expressions stem from thoughts
which are also essentially metaphorical (Richards 1965[1936]: 94). For Richards (1965[1936]: 94),
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metaphor is manifested in the “borrowing between and intercourse of thoughts, a transaction between
contexts.”

The two concepts that interact in a metaphor are dubbed the tenor and vehicle (Richards
1965[1936]: 96). The tenor is understood as “the underlying idea or principal subject which the
vehicle or figure means” (Richards 1965[1936]: 97). In effect, the description of the vehicle affords
the description of the tenor, and the two give way to novel understanding through their interaction.
Also, the contributions of the tenor and vehicle to the overall meaning will depend on the specific
metaphor. Richards (1965[1936]: 102) also calls for the reexamination of the notions of living and
dead metaphors, and argues that interactions between tenors and vehicles are not sanctioned by any
preexisting similarities (Richards (1965[1936]: 108). Instead, the disparities between the tenor and
vehicle appear to be just as important as similarities.

Overall, for Richards (1965[1936]) metaphor includes both cases when we are speaking of
one thing in terms of another, and cases where “we perceive or think of or feel about one thing in
terms of another” (Richards 1965[1936]: 116). What brings the tenor and vehicle together and
comprises their common characteristics is understood as the metaphor ground. Richards (1965[1936]:
119) also offers a test for metaphorically used words, in terms of “whether [the word] presents both
a tenor and a vehicle which co-operate in an inclusive meaning.” If cooperation between the tenor
and vehicle can be identified, the word is used metaphorically. If, on the other hand, such interaction
cannot be identified, the word is presumed to be used literally.

2.5.1.2 EMBLER’S VIEW OF THE UBIQUITY OF METAPHOR

Embler (1966: v—ix) discusses the omnipresence of metaphors in philosophy, psychology,
literature, and everyday life. He stresses how metaphors can affect our world view and, in effect, our
behavior. Also, he distinguishes between novel and old metaphors, and claims that novel metaphors
are understood literally, and serve to state facts (Embler 1966: vii). Adopting the Firthian notion of
the relevance of the social setting, Embler (1966: iv) also recognizes that “language develops out of
social conditions and in turn influences social behavior.” Also, the wider cultural context plays an
important role in the selection of useful and appropriate metaphorical conceptualizations.

In the remainder of his book Embler (1966) discusses various examples of metaphors in
literature, design, architecture, everyday speech, art, and other fields, and the way these metaphors
have been used to shape the conceptualizations of reality across different historical periods. For
instance, design is (like language) understood as metaphorical and representational (Embler 1966:

14-15). It is seen as the reflection of inner thoughts and it represents both those thoughts and the
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social context within which the design has been created. In that sense, architecture also carries
metaphorical meaning, as it “stands for tradition, continuity of human faith, the victory of man over
intransigent forces and materials, the past with its wealth of thought and its wealth of feeling” (Embler
1966: 21).

Everyday speech is also understood as predominantly metaphorical. As an example, Embler
(1966: 27) discusses the use of prepositions up and down, and highlights the fact that they can be used
either literally or metaphorically. For instance, in the western culture it is preferable to occupy a
position that is up than the position that is down. Consequently, there are expressions like “moving
up to a higher position; misfortune of coming down in the world; diplomatic talks breaking down; to
be looked down on; nervous breakdown; man’s fall from grace; ladder of success; social climber;
emotional heights; intellectual heights” (Embler 1966: 27-28). Embler (1966: 29) ascribes the
ubiquitous nature of such metaphorical conceptualizations to the human experience, insofar as “our
thinking and our speech, it would seem, are still very much bound by the Cartesian coordinates of
height and depth, length and breadth.” Another instance where the choice of metaphors is governed
by our experience with the physical world is reflected in the distinction between soft and hard (Embler
1966: 35). Namely, hard is associated with something powerful and strong, whereas soft is typically
associated with something weak and submissive.

There are also motion metaphors — “moving forward with one’s work; moving on to another
idea or thought; or getting ahead” (Embler 1966: 31). In many cases a completion of a certain activity
can be conceptualized as reaching a destination, i.e., it can be conceptualized as motion (although no
actual motion is involved). For instance, if we discuss “the advancement of education” (Embler 1966:
32), we are talking about an abstract concept in terms of motion. Such conceptualization (i.e., such
framing) suggests development and change. Prepositions in and out signal locations in relation to an
enclosed entity (i.e., a container). Although static, they are also often used metaphorically. Namely,
in typically implies a favorable, protected position, while out can imply vulnerability. Embler (1966:
36) also argues that metaphorical uses of these prepositions stem from the human experience with the
world and social relationships in general. Overall, Embler (1966: 40) argues that most words can have
some sort of metaphorical meaning, and that these are often related to the most common everyday

activities.
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2.5.1.3 CONCEPTUAL METAPHOR IN THE CONTEXT OF MIHAILO PETROVIC’S

MATHEMATICAL PHENOMENOLOGY

Petrovi¢ (1967[1933]) applies his mathematical phenomenology to the study of social,
psychological, and moral categories. He sees metaphor as “an external manifestation of a spiritual
need to map one group of facts onto the other that is, at least seemingly, easier to understand”
(Petrovi¢ 1967[1933]: 22); i.e., more abstract facts are represented as a function of the more tangible
ones. Additionally, metaphors and allegories involve mappings which are predominantly based on
similarities and analogies between elements. The facts involved in the mappings need not bear any
direct (obvious) similarities, but might resemble each other in their essence, which renders them
interchangeable. Moreover, the “similarity changes into identity” (Petrovi¢ 1967[1933]: 23), owing
to the corresponding features between facts.

According to Petrovi¢ (1967[1933]: 36), facts are constructed out of their elements and
essence. Elements of a typical fact (where the fact is presented in the form of a sentence) could include
“concepts, representations expressed through words, or other facts that act as elements of the fact
under investigation” (Petrovi¢ 1967[1933]: 36). The essence of the fact is conveyed in terms of
whether “a specific element (or a set of elements) is connected or not to a specific attribute or a set
of attributes” (Petrovi¢c 1967[1933]: 37). Facts, presented as sentences, can share some
commonalities; in that sense, we can assume the existence of “a set S which contains a number of
facts whose essence can be associated with specific elements of these facts” (Petrovi¢ 1967[1933]:
37). In other words, this constitutes similarities between facts, and the construed similarities depend
on the specific viewpoint. Petrovi¢ (1967[1933]: 37) maintains that there are multiple viewpoints
available, and any given viewpoint affords the selection of a subset of similarities relevant to that
viewpoint alone.

Petrovi¢ (1967[1933]: 42) also introduces the notion of the core of similarity which “reduces
similarity [...] to identity.” Namely, if we have a set of sentences understood as similar from a
particular viewpoint, we can also identify a set of the relevant common features. In turn, such a set
of common features is understood as the core of similarity, and it contains only the abstract features
common to all facts from the set. For instance, if a fruitful idea is compared to a grain of wheat, the
core of similarity entails that a seed uses the fruitful soil to produce many new organisms (Petrovic¢
(1967[1933]: 42). Moreover, similarity can be identified between (i) concrete facts, (ii) between
abstract facts, or (iii) between abstract and concrete facts (Petrovi¢ (1967[1933]: 44).

Petrovi¢ (1967[1933]: 45-48) also proposes a general mapping principle. Namely, if we have

two sets (E and £°) containing either a finite or infinite number of elements (sentences or objects) we
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can establish mappings between the two sets, so that each element e from set E has its counterpart e’
in £’ (constituting an original and its image) (Petrovi¢ (1967[1933]: 45). In other words, every typical
element e has its homologue e’. The notion of a typical element entails that the mappings are partial,
insofar as only the parts of sets which are relevant from a specific viewpoint will be involved in the
mappings. However, the facts involved in such similarity-based mappings need to perform
homologous functions in their respective sets. In that sense, each original element and its role are
mapped onto its homologue in E°. In effect, the mapping reflects the salient aspects of the original
from the given viewpoint (Petrovi¢ (1967[1933]: 47). A distinction is also made between
conventional mappings, and natural mappings. The former refer to mappings where the relationship
between the original and its image is based on the established conventions (e.g., conventional
meanings of words). The latter, on the other hand, refer to situations where there is a natural link
between the original and the corresponding image (e.g., electric discharge from a capacitor maps onto
the mechanical movement of the pendulum) (Petrovi¢ (1967[1933]: 47-48).

A specific type of these general mappings is also found in metaphors and allegories. Namely,
metaphorical mappings are based on similarity, and these similarities also appear as a function of the
viewpoint. Additionally, they also involve the core of similarity, and it is precisely the core of
similarity what makes the mapping sensical. Petrovi¢ (1967[1933]: 51) argues that it is sufficient for
the original and image to share even the most minute similarity for the mapping constructed from the
relevant viewpoint to amplify its effect. Moreover, such metaphorical mappings can serve to make a
concept more comprehensible, to clarify an issue, or to even provoke an emotional response (Petrovi¢
(1967[1933]: 51). Some examples of metaphorical mappings include the following: the concept of
time can be mapped onto a river, a lie can be mapped onto a snowball, an economic crisis can be
mapped onto an illness, or legislation can be mapped onto a cobweb (Petrovi¢ (1967[1933]: 49-50).
In all of these cases a specific viewpoint is established; in turn, the image is used to highlight specific

aspects of the original.

2.5.1.4 CONCEPTUAL METAPHOR THEORY (CMT)

In cognitive linguistic literature, Lakoff and Johnson (1980a; 2003[1980b]) are typically
credited for laying the foundations of conceptual metaphor theory (CMT). Moreover, the interest in
conceptual metaphor and its recognition as an important, ubiquitous cognitive mechanism that
operates on a conceptual plain, rather than being a simple literary ornament, also marked the onset of

cognitive linguistics as a discipline.
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For Lakoff and Johnson (2003[1980b]: 5) “the essence of metaphor is understanding and
experiencing one kind of thing in terms of another.” In that sense, metaphor is not restricted to the
lexical plain, but it rather operates on the conceptual level where it facilitates reasoning and everyday
interaction. In other words, conceptual metaphor is seen as “a pattern of conceptual association”
(Grady 2007: 188). In more technical terms, conceptual metaphors are based on systematic, partial,
asymmetrical, unidirectional mappings from the source to the target domain (Lakoff and Johnson,
2003[1980Db]; Lakoff 2006[1993]; Kovecses 2006, 2010). The source is typically more common,
tangible, and easier to understand, while the target is normally more abstract and more difficult to
grasp (Lakoff and Johnson 2003[1980b]; Kovecses 2006, 2010). In the context of CMT, the domain
is understood as “a body of knowledge that organizes related concepts” (Evans and Green 2006: 190).
Another important aspect afforded by cross-domain mappings is the ability of metaphor to highlight
certain aspects of the target domain, while backgrounding others (Lakoff and Johnson 2003[1980b];
Kovecses 2010).

At this point, an important terminological distinction is in order. Namely, metaphor scholars
from different disciplines, including semantics, cognitive linguistics, cognitive psychology, and
psycholinguistics, have used different terminology to refer to the domains involved in metaphorical
mappings. Specifically, these include vehicle-topic, vehicle-tenor, and source-target domain
distinctions. The former label in each pair refers to the concept used as a function via which the other
element in the pair is constructed metaphorically. However, the exact nature, structure, and the level
of comprehensibility of these terms remains largely underspecified, inasmuch as the exact topology,
possible relations between elements that constitute them, and the overall internal organizational
structure of these entities typically remains subject to researchers’ interpretation. For instance, we
have already defined the notion of a domain (see section 2.3) in Langacker’s terms (1986: 4) as “any
sort of conceptualization: a perceptual experience, a concept, a conceptual complex, an elaborate
knowledge system.” Further, Langacker (1987: 147) sees the notion of domains as “a context for the
characterization of [...] semantic units [which] are necessarily cognitive entities: mental experiences,
representational spaces, concepts, or conceptual complexes.” Still, such definitions will not suffice
for our experimental purposes.

Consequently, instead of domains, we will treat the bodies of knowledge involved in
metaphorical mappings as mental spaces, understood as “constructs distinct from linguistic structure
but built up in any discourse according to guidelines provided by the linguistic expressions [i.e., space
builders]” (Fauconnier 1994: 16). The notion of a space builder refers to “a grammatical expression
that either opens a new space or shifts focus to an existing space” (Fauconnier 1997: 40). In broader

terms, mental spaces constitute “very partial assemblies constructed as we think and talk for purposes
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of local understanding and action” (Fauconnier 2007: 351). Further, mental spaces are understood to
be structured by frames or ICMs. This means that the more comprehensive frame-level structure
undergoes some sort of contextual filtering, which gives way to its partial equivalent in the form of a
mental space. The framework also allows bidirectional mappings between spaces, summed up as the
Access Principle: “[i]f two elements a and b are linked by a connector F (b = F(a)), then element b
can be identified by naming, describing, or pointing to its counterpart a”’ (Fauconnier 1997: 41).
Elements a and b are understood to have a trigger (a) — target (b) relationship, and mappings
constructed between spaces can be traced in either direction.

In our analyses, the source/vehicle domain will be labeled as the source input space, while
the tenor/topic/target domain will be labeled as the target input space. This notation is adopted from
the conceptual blending theory (Fauconnier and Turner 2002); however, we limit our discussion
related to this theory to this terminological distinction alone, as the present research will not be
dealing with any of its tenets. For more details, the reader should address some of the relevant research
in this field (e.g., Fauconnier and Turner 1994, 2000, 2002, 2006[1998]; Coulson 2001; Coulson and
Oakley 2000, 2005).

Lakoff and Johnson (1980a, 2003[1980b]) distinguish between the following three types of
conceptual metaphors:

I.  structural metaphors, where ”one concept is metaphorically structured in terms of another”
(Lakoff and Johnson 2003[1980b]: 14). For instance, ELECTION IS A SPORT RACE and
ARGUMENT IS WAR would represent instances of structural metaphors;

ii.  orientational metaphors include the following pairs of metaphors: HAPPY IS UP —SAD IS DOWN;
CONSCIOUS IS UP — UNCONSCIOUS IS DOWN; MORE IS UP — LESS IS DOWN; GOOD IS UP — BAD IS
DOWN; etc. (Lakoff and Johnson 2003[1980b]: 14-21). Essentially, these metaphors are based
on spatial relations coupled with conventional (i.e., cultural) evaluations of
favorable/unfavorable positions (e.g., UP is associated with positive evaluations, unlike bownN
which is typically attributed negative connotations). In other words, this group of metaphors
“structure[s] concepts linearly, orienting them with respect to nonmetaphorical linear
orientations” (Lakoff and Johnson 1980a: 195);

iii.  ontological metaphors “involve the projection of entity or substance status on something that
does not have that status inherently” (Lakoff and Johnson 1980a: 196). Some of the
ontological metaphors discussed in Lakoff and Johnson (2003[1980]: 25-34) include the
following: INFLATION IS AN ENTITY, THE MIND IS A MACHINE, THE MIND IS A BRITTLE OBJECT,

THE MIND IS A CONTAINER, COUNTRY IS A CONTAINER, RACE IS A CONTAINER, THEORY IS A
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LIVING ENTITY, and INFLATION IS A LIVING ENTITY. In all these cases, our embodied, physical

experience with the world affords the conceptualization of abstract concepts.

However, in their afterword to the 2003 edition of Metaphors We Live By, Lakoff and Johnson
(2003[1980b]: 264) recognize that “the division of metaphors into three types — orientational,
ontological, and structural — was artificial.” In fact, all metaphors possess certain characteristics that
make the structural, ontological, and orientational, at the same time. Namely, all metaphors can be
understood as structural to the extent that they involve mappings between various structures. They
can also be viewed as orientational, insofar as “they map orientational image schemas” (Lakoff and
Johnson (2003[1980b]: 264). Finally, since all metaphors “create target domain entities” Lakoff and
Johnson (2003[1980b]: 264) they can also be seen as ontological.

As mentioned above, cross-domain mappings are partial and systematic. The partial nature of
the mappings means that the mappings between the source and target domain involve only those
elements that are relevant. The systematic nature means that “features of the source and target domain
are joined so that the metaphor may be extended or have its internal logic” (Saeed 2003: 348). For
instance, the conceptual metaphor ARGUMENT IS WAR (Lakoff and Johnson 2003[1980b]: 4-6) affords
the conceptualization in which interlocutors can be injured by arguments, lose a war, or win an
argument. Another important notion in the framework of CMT is that of metaphorical entailments.
These refer to “rich additional knowledge about a source [...] mapped onto a target” (K&vecses 2010:
122). For instance, with the conceptual metaphor ARGUMENT IS A JOURNEY, the entailment that we
can stray from the main path is transferred into the domain of argument, to the extent that we can also
make an unnecessary digression in an argument.

Another important trait of conceptual metaphors is that they can give way to more elaborate
metaphor systems (Lakoff and Johnson 2003[1980b]; Lakoff 2006[1993]). Metaphor systems exhibit
hierarchical organization, and “metaphors higher up in the hierarchy tend to be more widespread than
those mappings at lower levels” (Lakoff 2006[1993]: 209-210). One important metaphor system
discussed in the literature (e.g., Lakoff 2006[1993]; Kovecses 2010; Evans and Green 2006) is the
EVENT STRUCTURE METAPHOR Which includes the following mappings:

— STATES ARE LOCATIONS (bounded regions in space).

— CHANGES ARE MOVEMENTS (into or out of bounded regions).
— CAUSES ARE FORCES.

— ACTIONS ARE SELF-PROPELLED MOVEMENTS.

— PURPOSES ARE DESTINATIONS.

— MEANS ARE PATHS (to destinations).

— DIFFICULTIES ARE IMPEDIMENTS TO MOTION.
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— EXPECTED PROGRESS IS A TRAVEL SCHEDULE; A SCHEDULE IS A VIRTUAL TRAVELER, WHO
REACHES PREARRANGED DESTINATIONS AT PREARRANGED TIMES.
— EXTERNAL EVENTS ARE LARGE, MOVING OBJECTS.
— LONG TERM, PURPOSEFUL ACTIVITIES ARE JOURNEYS (Lakoff, 2006[1993]: 204).
Each mapping also maintains its entailments — for instance, CHANGES ARE MOVEMENTS entails that
“lack of control over change is viewed as lack of control over movement [and] that accidental changes
are conceptualized as accidental movements” (Kovecses 2010: 164).

Different source domains that can be used to characterize the same target domain reveal the
notion of metaphor coherence. For example, the target domain ARGUMENT can be described by the
source domains of JOURNEY and CONTAINER. Different source domains will necessarily highlight
different aspects of the target. Metaphorical coherence is sanctioned by the overlap of purposes which
“can be characterized in terms of shared metaphorical entailments” (Lakoff and Johnson
2003[1980b]: 97). Such overlap between entailments can also yield complex coherence across
metaphors, like with conceptual metaphors ARGUMENT IS A JOURNEY, ARGUMENT IS A CONTAINER, and
ARGUMENT IS A BUILDING (Lakoff and Johnson 2003[1980b]: 97-105). Namely, these three
metaphors “are part of whole metaphorical systems that together serve the complex purpose of
characterizing the concept of an argument in all of its aspects” (Lakoff and Johnson 2003[1980b]:
105).

In CMT, an important distinction is made between a metaphorical expression and conceptual
metaphor. Namely, conceptual metaphor refers “to the conceptual mapping, and the term
"metaphorical expression’ [...] to an individual linguistic expression [...] that is sanctioned by a
mapping” (Lakoff 2006[1993]: 192). Put differently, “metaphorical expressions are the linguistic
manifestation of underlying conceptual knowledge” (Coulson 2006: 33). This, in turn, shows that
“metaphor is not just a matter of language, but of thought and reason [while language is seen] as a
reflection of the mapping” (Lakoff 1990: 49).

An important classification of conceptual metaphors includes the distinction between novel
and conventional (i.e., entrenched) metaphors. Charteris-Black (2004: 17) argues that entrenched
metaphors “reflect a diachronic process whereby use that was originally ‘metaphorical’ becomes
established as ‘literal’ within a language.” In that sense, the initially novel metaphor can actually
become entrenched over longer periods of time and due to frequent use. Consequently, “a
conventional metaphor can be understood as an entrenched trigger that fires out individual
metaphorical expressions” (Figar 2013a: 19). Additionally, Charteris-Black (2004: 244) also
proposed a hierarchical organization of conceptual levels for metaphor analysis that include the

following: (i) conceptual key, at the highest point in the hierarchy (e.g., POLITICS IS CONFLICT), (ii)
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conceptual metaphor, corresponding to the conceptual key (e.g., POLITICS IS WAR, ELECTION IS A
BATTLE, etc.), and (iii) metaphorical expression (i.e., linguistic expression), which corresponds to the
given conceptual metaphor, and, in turn, to the overarching conceptual key.

CMT also proposes a very important constraint that restricts the range of possible cross-
domain mappings. With its roots established in Lakoff and Turner (1989), it was introduced as the
Invariance Hypothesis (Lakoff 1990; Turner 1990), and later reformulated as the Invariance Principle
(Lakoff 2006[1993]). Namely, according to this principle, “metaphorical mappings preserve the
cognitive topology (this is, the image-schema structure) of the source domain, in a way consistent
with the inherent structure of the target domain” (Lakoff 2006[1993]: 199). This constraint highlights
both the import of the image schematic structure and the import of the topology of the target domain
in metaphorical mappings. In other words, the “inherent target domain structure automatically limits
what can be mapped” (Lakoff 2006[1993]: 200), which has been dubbed as the target domain
override. In effect, this also “prevents entailments [from the source domain which are not compatible]

from projecting to the target domain” (Evans and Green 2006: 303).

2.5.1.5 IMAGE SCHEMATA, THEIR METAPHORICAL PROJECTIONS, AND FORCE DYNAMICS

Building on the notion of embodied cognition, one of the cornerstone ideas in cognitive
linguistics, Johnson (1987: 23-24) introduced the construct of image schemata (or embodied
schemata), understood as non-propositional structures, different from rich mental imagery, which
“organize our mental representations at a level more general and abstract than that at which we form
particular mental images.” Moreover, a schema is understood as “a recurrent pattern, shape, and
regularity in, or of, [the] ongoing ordering activities” (Johnson 1987: 29) that enable us to construct
meaning and make sense of our everyday activities, actions, comprehension, and experience. Oakley
(2007: 215) defines image schemata as “a condensed redescription of perceptual experience for the
purpose of mapping spatial structure onto conceptual structure.” In the developmental context,
Mandler (1992, 2012) defines schemata as conceptual primitives understood as “dynamic analog
representations of spatial relations and movements in space [where] these new representations are the
primitive meaning elements used to form accessible concepts” Mandler (2012: 591). In other words,
the notion of image schemata as conceptual primitives entails that “they are topological” (Oakley
2009: 64). Moreover, according to Mandler (2012: 592), “image schemas provide the earliest
meaning available to the infant for purposes of preverbal thought,” thereby forming the scaffolding

for language acquisition. In the context of psycholinguistics and cognitive psychology, Wagner et al.
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(1981), Gibbs et al. (1994), and Gibbs and Colston (1995), among others, also offered evidence that
support the idea of the psychological reality of image schemata.

One of the most salient traits of image schemata is their dynamic nature, and, in that sense,
schemata are further understood as “a continuous structure of an organizing activity” (Johnson 1987:
29). The dynamic nature of schemata can also be connected to the fluid nature of meaning which
always appears as a function of context. This dynamic nature of image schemata is twofold: (i)
schemata afford the organization of experience and meaning construction in a structured,
comprehensible manner, and (ii) they are not simple, rigid templates of fixed structure; instead, they
are flexible and can be adapted to specific contexts so as “to fit many similar, but different, situations
that manifest a recurring underlying structure” (Johnson 1987: 30).

Image schemata can also undergo certain transformations, licensed by “our ability to
manipulate abstract structure in mental space” (Johnson 1987: 26). These transformations include the
following (Johnson 1987: 26):

I.  path-focus to end-focus — reflected in our ability to mentally trace the path of a moving object
and focus on its end-point;

ii.  multiplex to mass — we can alter our viewpoint so as to first picture a group of objects which
becomes a single object as we move away from it;

ii.  following a trajectory — we can mentally trace the trajectory of a moving object;

iv.  superimposition —we can mentally superimpose objects onto each other; i.e., we can imagine
objects of shifting sizes either become containers for other objects, or become situated within
other objects.

In terms of their internal structure, image schemata are understood as gestalts, insofar as they
are “coherent, meaningful, unified wholes within our experience and cognition” (Johnson 1987: 41),
and as such they serve as the scaffolding for meaning construction. In broader terms, an experiential
gestalt structure refers to “an organized, unified whole within our experience and understanding that
manifests a repeatable pattern or structure” (Johnson 1987: 44). To further elaborate on the gestalt
characteristics of schemata, Johnson (1987: 42—48) explores the force schema. As another ubiquitous
schema, Johnson argues that it affects the construction of meaning and our reasoning, seeing that we
are constantly engaged in, or witnesses of different kinds of forceful interactions. The gestalt structure
of force schemas can be represented in the following manner (Johnson 1987: 43-44).

— force is typically manifested via interaction, or at least potential interaction;
— force typically involves the motion of objects in space; moreover, this motion is directional;
— force involves a path. In prototypical cases, a schema “would have the force vector moving

along a path, or moving an object along a path” (Johnson 1987: 43). In less prototypical cases
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(e.g., a bomb blast), there can be multiple paths with objects moving in various directions as
the result of the force;

— ineach case, we can identify a point of origin, direction, and target;

— “forces have degrees of power or intensity” (Johnson 1987: 43);

— since force entails interaction, it typically involves causality that can be ‘reconstructed’ into
sequences.

While Jonson acknowledges that image schemata can indeed be decomposed into component
parts, he also stresses the fact that his understanding entails “that all image schemata are
characterizable as irreducible gestalts” (Johnson 1987: 44). In addition to the above-listed
characteristics of the force schema (understood as a gestalt structure), Johnson (1987: 45-48) goes
on to discuss additional seven instantiations of the force schema that include the following force
gestalts:

i.  compulsion —which can basically be paraphrased as caused motion, insofar as it involves the
change of position under the influences of an external force;

ii.  blockage — which entails the existence of an obstacle, that can either halt further progress, or
can be bypassed,;

iii.  counterforce — a prototypical instantiation of this gestalt would be a head-on collision;

iv.  diversion — unlike the previous case, the objects involved in the interaction do not collide
head-on, but their force vectors are deflected (i.e., their directions change and they are diverted
from the original path);

v.  removal of restraint — entails the removal of an obstacle by another force;

vi.  enablement — entails an individual’s ability to exert force over an object (i.e., the individual
has the potential to exert force);

vii.  attraction — similar to the actual magnetic or gravitational force, attraction can be manifested
on a more abstract, emotional level, and the force vectors in this case can be actually present,
or they can have the potential to become activated.

Additionally, force schemata can also be identified in the construction of meaning with modal verbs

and in speech acts where they reflect force dynamic patterns of interaction?,

Another important trait of image schemata is that they can undergo metaphorical projections.
Namely, Johnson (1987: 73) argues “that metaphorical elaborations of image schemata give rise to
form and structure in our experience and understanding.” In other words, image schemata “can be

extended by a process of metaphorical extension into abstract domains” (Saeed 2003: 355), and “a

28 For more details on image schemata and force dynamic interaction see Jonson (1987: 57-61), Talmy (1988), and Oakley
(2005).
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great many, if not all abstract inferences are actually metaphorical versions of spatial inferences that
are inherent in the topological structure of image schemas” (Lakoff 1990: 54). Johnson discusses the
notion of metaphorical projections of image schemata using the example of the BALANCE schema,
with balance as one of the most ubiquitous embodied experiences closely related to the notion of
equilibrium. In effect, the meaning of balance stems from “the image-schematic structures that make
[the embodied] experiences and activities coherent and significant for us” (Johnson 1987: 75). In
other words, the construction of meaning in this context is afforded by the preconceptual structure of
the experience of balance. In the prototypical balance schema, there are force vectors “and some
point, axis or plane in relation to which those forces are distributed” (Johnson 1987: 85). Also, balance
entails an equal distribution of forces. Another version of the balance schema is the equilibrium
schema where symmetrical vectors map onto a single point of a curved surface (Johnson 1987: 86).

As examples of metaphorical projections Johnson (1987: 89) discusses the balance of
arguments, as in arguments carrying equal weight, the argument can tip in one’s favor, etc. Also, this
balance (or equilibrium) is evident in the case of the conceptual metaphor ARGUMENT IS WAR, insofar
as the shift in the weight of arguments can lead to victory or loss in an argument. There are also
examples of legal balance, where attorneys can use arguments to make the jury lean in their favor
(Johnson 1987: 90). Additionally, there are examples of mathematical equality (Johnson 1987: 90),
based on mappings between the more abstract, mathematical concepts, and more concrete physical
objects or entities. For example, when solving an equation, expressions on both sides of the equality
sign need to have identical values. Overall, Johnson (1987: 98) concludes that metaphorical
projections of image schemata give way to coherent and meaningful structuring of our experience.

Johnson (1987: 21; 30-40) also highlights the ubiquity of the containment schema which is
based on our everyday bodily experience with bounded, or enclosed spaces or objects (e.g., vehicles,
buildings, rooms, bags, boxes, etc.). Moreover, the notion of containment is present in both three-
and two-dimensional representations. For example, verb combinations with the adverbial particle out
often reflect the prototypical spatial sense of the particle. Johnson (1987: 32—33) discusses three basic
schemata associated with the spatial use of out, based on the research conducted by Susan Lindner.
These include the following (Johnson 1987: 32):

John went out of the room. .

Let out your anger.
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Pour out the beans.
Send out the troops.

The train started out from M TR

Chicago.

It is evident that all cases are coupled with some forms of motion. In the first case, the trajector is
leaving some kind of a closed container; in the second case, a group of trajectors is leaving the
container simultaneously; finally, in the third case, the initial starting point of a path schema is
actually conceptualized as a container. Additionally, there are also instances of metaphorical
extensions of the containment schema, where the basic schema “is figuratively elaborated and
extended so as to allow the landmark and trajector roles to be filled by entities that are no longer
strictly physical or spatial in the prototypical senses” (Johnson 1987: 34). Metaphorical projections
of the containment schema are classified as ontological metaphors (Saeed 2003: 355). Some of the
examples discussed in Johnson (1987: 34-36) include the following:

“Tell me your story again, but leave out the minor details.” (STORY IS A CONTAINER)

—  “I give up, I'm getting out of the race.” (SPORT RACE IS A CONTAINER)
— “Don't you dare back out of our agreement.” (AGREEMENT IS A CONTAINER)
—  “We kicked him out of the club.” (SPORT CLUB IS A CONTAINER)

Another salient image schema that permeates our everyday embodied experience of the world
is the path schema. It is based on the experience of physical motion, and it involves “(i) a starting
point; (ii) and endpoint; and (iii) a sequence of contiguous locations connecting the source with the
goal” (Johnson 1987: 113). In that sense, a path is typically directional, insofar as it involves motion
from the starting-point to the end-point; consequently, the motion between the starting- and end-point
implies that the trajector needs to pass through all the contiguous points along the path. As was the
case with the previously discussed schemata, path schemata can also undergo metaphorical
projections, where the experience of physical motion is mapped onto more abstract experiences or
concepts. For instance, the sentence “Tom has gone a long way toward changing his personality”
instantiates the conceptual metaphor PURPOSES ARE PHYSICAL GOALS (Johnson 1987: 115). Corpus-
based studies of the use of metaphor in discourse have also revealed a range of JOURNEY metaphors

based on the path schema (e.g., Charteris-Black 2004). The import of spatial schemata for human
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cognition has also been recognized in the developmental context, where, for instance, Mandler (2012)
offered an in-depth analysis of the reasons why the conceptual system is grounded in spatial
experience. Namely, (i) motion through space is very salient, (ii) it is easy to understand, (ii) it can
afford the construction of an operational conceptual system, (iii) it possesses a defined structure, and

(iv) the schematic nature of motion affords easier recall (Mandler 2012).

2.5.1.6 CRrRITICISM OF CMT AND CONCEPTUAL MAPPINGS

As it developed, the CMT framework also received some serious criticism which
predominantly concerned the cognitive status and psychological reality of conceptual mappings, the
explanatory value of conceptual metaphors, and the validity of the Invariance Principle. Additionally,
scholars advocating the CMT paradigm are yet to provide a corresponding computational model.

Among others, Murphy (1996: 174) discusses “metaphor representation as a theory of
conceptual structure.” Namely, CMT represents the relation between the topic and vehicle as indirect,
which requires the presence of mappings. One of the issues with CMT is that Lakoff and Johnson did
not provide a psychological model, nor a process model of metaphoric representation. In effect,
Murphy (1996) offers a psychological model derived from the work in the domain of CMT. The
model has a strong and a weak version. The former suggests that “some concepts are not understood
via their own representations but instead by (metaphoric) reference to a different domain” (Murphy
1996: 176). Under the strong version of metaphoric representation, conceptual metaphors such as
ARGUMENT IS WAR afford the construction of meaning through the mappings between the two domains
—i.e., our general knowledge concerning WAR is used to facilitate the understanding of ARGUMENTS.
Also, in line with Lakoff (2006[1993]), metaphorical expressions are secondary to the underlying
conceptual structure. Moreover, the strong view suggests that “one does not really understand an
argument — one only understands war, and the understanding of arguments is parasitic on this
concept” (Murphy 1996: 178).

The weak version, on the other hand, stipulates that “metaphorical mappings influence the
representation of the target (i.e., topic) domain only to a certain extent, and target concepts necessarily
have their distinct representation (Murphy 1996: 178). In other words, “the representation [of the
target concept] itself is not metaphoric” (Murphy 1996: 178). With the metaphor ARGUMENT IS WAR,
the weak view suggests that the concept of ARGUMENT has a separate representation, and is not
completely understood as a function of the domain of wWAR. Consequently, it is obvious that “the
critical difference between the strong and weak versions, then, has to do with independence of

representation” (Murphy 1996: 179). Under the strong view, it is practically impossible to construct
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the meaning of ARGUMENT without resorting to its (metaphorical) relation to the concept of WAR;
with the weak view, on the other hand, the concept of ARGUMENT possesses a complete meaning, and
may be only somewhat influenced by the concept of WAR.

Murphy (1996: 179) also proposes an alternative view, dubbed the structural similarity view,
which excludes the strong version of metaphorical representation by suggesting that all concepts have
only direct representations. What is more, conceptual metaphors “arise out of the [structural]
similarity of pre-existing conceptual structures” (Murphy 1996: 179). In effect, conceptual mappings
are made redundant by this view, insofar as “it does not claim a causal role for metaphors on mental
representations” (Murphy 1996: 180). With the metaphor ARGUMENT IS WAR, the domains have
separate representations, and the domain of WAR has no causal influence on the domain of ARGUMENT.
Such a position also circumvents the issue of multiple metaphors used to structure the same topic
domain, since “each metaphor type simply picks out different aspects of the concept’s content”
(Murphy 1996: 196). This is facilitated by the fact that the domain of ARGUMENT has its own
independent representation.

What remains unclear is whether conceptual structure is influenced by metaphorical
expressions (in accordance with the weak view), or whether metaphorical expressions are licensed
by the entrenched conceptual patterns (in accordance with the structural similarity view) (Murphy
1996: 182). Murphy also argues that the weak version suffers from the circularity of evidence, since
there is little psychological data to support the existence of metaphoric representation. For instance,
Keysar and Bly (1995, 1999) downplay the psychological and affective effects of the metaphor
ARGUMENT IS WAR, insofar as the metaphorical conceptualization “can be the result of an inference
that is made after learning the meanings of conventional expressions instead of motivating those
expressions in the first place” (Keysar et al. 2000: 578). In other words, conventional metaphorical
expressions can be understood without the activation of the corresponding conceptual mappings.

Another problem with CMT is the presence of multiple metaphorical mappings used to
structure a single topic domain. For example, Murphy (1996: 185) analyzes the following conceptual
metaphors referring to the concept of ARGUMENT: “ARGUMENT IS A CONTAINER, ARGUMENT IS A
BUILDING, ARGUMENT IS A JOURNEY, and ARGUMENT IS WAR.” However, these mappings are not used
to causally organize the domain of ARGUMENT and all its relevant aspects, “but are operating after the
fact to describe or characterize the directly-represented domain” (Murphy 1996: 185). Additionally,
Murphy (1996) also offers arguments against the Invariance Principle. Namely, according to this
principle, each domain involved in a metaphorical mapping has inherent structure. With the metaphor
ARGUMENT IS WAR, the structure of the concept of ARGUMENT involves a verbal exchange between

interlocutors, which is underspecified, and the metaphorical mapping affords additional clarification.
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In the case of multiple metaphors, each of them would offer its contribution in relation to the inherent
structure of the concept, with potentially different implications. However, the inherent structure of
concepts involves direct representation, which is at odds with the idea of metaphorical representation.
In that sense, “the Invariance Principle cannot simultaneously preserve metaphoric representation and
solve the problem of multiple metaphors” (Murphy 1996: 187).

McGlone (2007) brings into question the explanatory value of conceptual metaphors. He
stresses two roles that CMT theorists typically attribute to conceptual metaphors: (i) their
representational role in understanding target domains, and (ii) their process role, according to which
metaphorical mappings afford the comprehension of the corresponding metaphorical expressions.
McGlone (2007) begins his argument by highlighting the lack of evidence in favor of metaphorical
representation of concepts stipulated by CMT. He goes on to present Murphy’s (1996) strong and
weak versions of metaphoric representation discussed above. Again, he stresses the fact that the
advocates of CMT are yet to overcome the issue of the circularity of arguments, insofar as the
explanatory model of metaphorical representation must be based on “claims [...] independent from
the linguistic evidence” (McGlone 2007: 115). Additionally, he argues that it is typically assumed
“that our intuitions about idioms’ meanings directly reflect the way these meanings are represented
in semantic memory [which reflects a] post-hoc rationalization process” (McGlone 2007: 115), which
IS erroneous.

In addition to the two versions presented in Murphy (1996), McGlone (2007) also discusses
a third, even weaker version that includes the process role, outlined in previous work by Gibbs (1992,
1994). According to this third alternative, “conceptual metaphors underlie the cognitive process by
which we interpret figurative language” (McGlone 2007: 116). Namely, Gibbs (1992: 576) argues
that [conceptual] metaphor is a fundamental scheme in long-term memory by which people make
sense of their experience.” Moreover, such metaphorical mappings impose constraints on the
comprehension of figurative language (Gibbs 1994: 424). In other words, a conceptual mapping
instantiates an entrenched schema and its corresponding mappings which facilitate and direct the
construction of meaning. While there has been some evidence in favor of this view (e.g., Nayak and
Gibbs 1990), a number of studies have also reported evidence in favor of the potentially more
appropriate attributive categorization view (e.g., Glucksberg et al. 1997). For instance, McGlone
(1996) conducted a series of four experiments to explore whether metaphor comprehension involves
the activation of entrenched conceptual mappings or the construction of attributive categories. The
obtained results did not support the CMT view. Also, Glucksberg et al. (1993) presented evidence
contradicting the findings outlined in an earlier study by Nayak and Gibbs (1990)%.

2 For a detailed overview of these two studies see section 2.5 below.

137



McGlone (2007) argues that CMT suffers from the overgeneralization and oversimplification
of the relationship between metaphorical expressions and metaphorical thought. In other words, CMT
“trumpets the importance of metaphor in human cognition, yet its major flaw is a hyper-literal
construal of the relationship between metaphoric language and thought” (McGlone 2007: 122).
Moreover, the view also proposes that the comprehension of abstract domains is almost completely
dependent on the knowledge about the more concrete and more tangible domains. Consequently, this
does not allow the construction of “propositions about abstract concepts with figurative intent”
(McGlone 2007: 122). Finally, McGlone (2007: 123) concludes that CMT blurs “the distinction
between literal and metaphorical [thereby becoming] incoherent, both as a theory of conceptual
structure and as a model of language understanding.”

McGlone (2011: 564) identified four main issues with the CMT framework: (i) it “is
attributionally ambiguous,” (ii) it instantiates “the homunculus problem,” (iii) it involves circular
reasoning, and (iv) “it is not parsimonious.” All of these arguments constitute a reply to Gibbs (2011)
who attempted to offer a positive critical overview of CMT. In terms of attributional ambiguity,
McGlone (2011) raises a question of whether each instantiation of a metaphorical expression
necessitates the activation of all possible correspondences between the source and target domain, and
also goes on to stress the difference between metaphor comprehension and metaphor appreciation.
Additionally, he claims that there is virtually no empirical evidence to answer the questions of
whether the presumed entrenched metaphorical mappings are activated before interpretation along
with the relevant entailments, or whether the mappings are constructed online.

Similar to the homunculus problem, where theorists postulated the existence of little men in
the mind who identify the images a person encounters, CMT tackles metaphor comprehension “by
positing metaphors in our minds that tell us how to interpret metaphors we encounter in discourse,
and also how to use them appropriately” (McGlone 2011: 566). The only potential explanatory
elements in the framework are mappings between domains and the Invariance Principle. However,
even Gibbs (2011) recognized the issue with the Invariance Principle, insofar as it does not “explain
why certain image-schematic source attributes are routinely exploited in figurative language [...]
while other equally schematic attributes [...] are ignored” (McGlone (2011: 566). One way out of
this is the postulation of primary metaphors; however, this does not yield any explanatory validity.
Instead, ““it explains [the notion of metaphor] away” (McGlone 2011: 567).

The issue of circular reasoning is reflected in the fact that metaphorical expressions are treated
as “both the predictor of conceptual metaphors’ representational structure and as the predicted
outcome of these structures” (McGlone 2011: 567). In other words, metaphorical expressions

identified in corpus-based studies are understood to reflect, and used to identify, the presumed
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conceptual mappings that license the construction of such metaphorical expressions in the first place.
Consequently, objective evidence in favor of CMT should not appear as a direct function of our
intuition. Finally, the issue of parsimony is summed up by the fact that many previous studies
presented the obtained findings as support for the CMT framework, even though this was at odds
with the Occam’s Razor, i.e., the preference for a simpler, more parsimonious interpretation
(McGlone 2007: 569). Overall, McGlone (2011: 572-573) concludes that, in order to increase the
explanatory value of the framework, CMT should include “explanatory primitives that are
conceptually simpler than the phenomena [they] presume to explain.” Moreover, in order that their
role in metaphor comprehension be confirmed, such primitives should undergo experimental scrutiny.

Jackendoff and Aron (1991) gave a critical review of Lakoff and Turner’s More Than Cool
Reason. Namely, Jackendoff and Aron (1991: 324) stress that Lakoff and Turner (1989) list
conventionalization and conceptual indispensability (or basicness) as two important characteristics
of metaphors. The former relates to the automatic access to entrenched conceptualizations, while the
latter entails that without metaphors, our thoughts would most likely be structured in a completely
different fashion. The most obvious problem with Lakoff and Turner’s (1989) analysis rests in the
improper choice of schemas that they use. Namely, they propose specific schematizations, “but do
not show why that schema, rather than something more general or more specific, is the most
appropriate” (Jackendoff and Aron 1991: 324). For instance, Jackendoff and Aron (1991: 324-325)
question the proposed higher degree of suitability of the conceptualization LIFE IS FIRE, OVer LIFE IS A
FLAME, Or LIFE IS SOMETHING THAT GIVES OFF HEAT. In that sense, Lakoff and Turner (1989) seem to
rely more on a heuristic intuition, rather than provide a comprehensive methodology that could be
applied iteratively, in an algorithmic fashion by other researchers. Consequently, Jackendoff and
Aron (1991) also bring into question the nature, choice, and validity of the presumed underlying
conceptual mappings. Also, the overgeneralization of the use of the term metaphor was criticized by
McCormack (1989) who “rejected the radical position according to which everything is a metaphor”

(Antovi¢ 2007: 169).
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2.5.1.7 METAPHOR IDENTIFICATION PROCEDURES

In the present section we review two of the more dominant methodologies for metaphor
identification — the Metaphor Identification Procedure (MIP) as introduced by the Pragglejaz Group,
and the subsequent, improved version, dubbed MIPVU, developed at Vrije Universiteit, Amsterdam

by Gerard Steen and his colleagues.

2.5.1.7.1 MIP

The Pragglejaz Group (2007) developed a metaphor identification procedure (MIP), which
represents “an explicit, reliable, and flexible method for identifying metaphorically used words in
spoken and written language” (Pragglejaz Group 2007: 2). The aim of the procedure was not to
explore the range of metaphorical expressions corresponding to the postulated conceptualizations
(i.e., conceptual key and conceptual metaphors in the sense of Charteris-Black 2004), but rather to
“establish, for each lexical unit in a stretch of discourse, whether its use in the particular context can
be described as metaphorical” (Pragglejaz Group 2007: 2) or not. The MIP includes the following
four basic steps:

I.  first, the analyst is required to read the entire text in order to gain understanding of the topic
and the overall meaning;

ii.  the next step involves the identification of lexical units;

iii.  relying on the immediate context (i.e., phrases appearing before and after the target lexical
unit), the contextual meaning of the target lexical unit is identified. Then the analyst is
required to determine whether the target item has a more basic meaning in other contexts of
use compared to the given context. This more basic meaning need not be the most frequent
meaning of the item, and it can be “more concrete [...], related to bodily action, more precise
(as opposed to vague), [or] historically older” (Pragglejaz Group 2007: 3). If a more basic
meaning of the target item in other contexts can be identified (compared to the current
context), the analyst must “decide whether the contextual meaning contrasts with the basic
meaning but can be understood in comparison with it” (Pragglejaz Group 2007: 3). In other
words, the Pragglejaz Group understands metaphorical meaning as the results of “a contrast
between the contextual meaning of a lexical unit and its more basic meaning, the latter being

absent from the actual context but observable in others” (Steen et al. 2010: 6);
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iv.  finally, if the meaning of the target item contrasts with the more basic meaning and is
understood as a comparison in relation to it, the target lexical unit is understood as
metaphorical. It is also important to note that comparison here is not meant in the sense of the
theories of metaphor comprehension based on comparison, but rather as “a way of roughly
identifying metaphorically used words as distinct from those that express other kinds of
meaning, including metonymy” (Pragglejaz Group 2007: 31). Namely, metonymy is based on
contiguity (e.g., a part-whole relationship), which is different from comparison®.

Another benefit of MIP is that the results are also reported in a systematic fashion rendering them
comparable to results from other studies, which can in turn contribute to the overall level of
convergent validity of the various studies from the field. To that end, the Pragglejaz Group (2007:
14) offer a template given in Table 2.3.

The identification of lexical units was done using the Macmillan English Dictionary for
Advanced Learners, and all headwords from the dictionary were treated as lexical units (Pragglejaz
Group 2007: 15). Collocations that appeared after the head word were understood as run-ons and
were not treated as lexical units, and were analyzed as individual component words (Pragglejaz Group
2007: 15). In some cases, linguistic units include multiple words (multiword units), which poses as a
potential difficulty for the application of the MIP. If a multiword unit can be decomposed into its
constituents, each component is analyzed as a separate lexical unit. If it cannot be decomposed, a
multiword unit should be treated as a single lexical unit. Polywords (e.g., of course, at least, etc.) are
also treated as lexical units. Phrasal verbs are typically understood as undecomposable, so they were
also treated as single lexical units (Pragglejaz Group 2007: 26). Bearing in mind that recent
psycholinguistic research (e.g., Gibbs 1995; Titone and Connine 1999; Giora 2003; Caillies and
Butcher 2007; Skoufaki 2009; Philip 2011) has shown that most idioms can actually be seen as
decomposable (at least to a certain extent), the Pragglejaz Group (2007: 27) also treated “each
component of an idiom as a separate lexical unit.”

A possible problem for the MIP is dead metaphors. The Pragglejaz Group (2007: 30) labeled
words as metaphorically used if there was “an active metaphorical basis in the sense of there being a
widespread, knowable, comparison, and contrast between that word’s contextual and basic meaning.”
Alternatively, for specific research needs, these criteria can also be applied diachronically. Also,

similes identified in the corpus were not treated as metaphors. The Pragglejaz Group (2007)

30 The Pragglejaz Group (2007) remain aware of the import of metonymy and the possible interactions between metaphor
and metonymy; still, “MIP does not presently provide a mechanism for [...] suggesting whether the word may have
metonymic meaning” (Pragglejaz Group 2007: 32). A simple way of distinguishing between metaphor and metonymy in
some cases is the use of the “like” test (i.e., if a potential metaphorical expression can be sensically substituted by a
corresponding simile).
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conducted their analysis in two passes, with a period of at least one week between the passes. Each
analyst made the final decision based on the results of the two passes. Finally, the analysts discussed
all problematic cases and reached the final decision concerning them.

Table 2.3. Form for Reporting the Use of Metaphor Identification Procedure to
Analyze a Text, and Decisions Taken (adopted from Pragglejaz Group (2007:
14))

(a) Text details:

Name

Source

Mode

Genre, register

Date of composition or production (or publishing or modification)
Length of text

Length of context read by the analysts (as apart from coded)

(b) Listener or readership assumed for the analysis:

Were contemporary meanings retained?

Were text external indications by the author used?

(c) Lexical unit decisions

Linguistic decisions: idioms, phrasal verbs, etc.

Transcription decision for oral (or dialectal) data

(d) Resources used

Which dictionary?

Which corpora?

(e) Coding decisions

Decisions about grammatical words: modals, auxiliaries, prepositions/particles, infinitive markers
Whether there is good reason to treat the whole text as metaphorical, as in allegory
(f) Analysis details

Number of analysts

Who the analysts were (at least in outline)

Precoding training received

How many “passes” (codings) were made

At what point discussion between coders took place

Reliability with respect to coders and individual words

(9) Additional/subsequent analyses

e.g., Whether an iterative procedure was adopted, coding higher level units after words
(h) Results of analyses

including statistical analyses on the agreement among metaphor analysts

Subsequent statistical analysis across cases which involved “the computation of observed and
expected agreement for each pair of raters” (Pragglejaz Group 2007: 21) showed the values of
Cohen’s Kappa of .70 for news texts, and 0.56 for conversations. The method that included “the
observation of agreement per case across all six raters” (Pragglejaz Group 2007: 21) showed the
values of .72 for news texts, and 0.62 for conversations. These results are marginally reliable;
however, different researchers have proposed different values of Cohen’s Kappa as reliable (with
values from 0.60 to 0.80 typically understood as marginally reliable). Reliability analysis across
analysts was conducted based on Cohran’s Q. For both news texts and conversation, the analysis
showed a statistically significant difference (p<.01) in the number of words identified as metaphorical

and non-metaphorical (Pragglejaz Group 2007: 22). However, there was significant disagreement
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between the analysts for total scores for metaphorical and non-metaphorical words. Specifically, for
the news texts, the analyst who scored the highest judged twice as many words as metaphorical
compared to the analyst who scored the lowest; for conversations, the analyst who scored the highest
rated “three times as many metaphorically used words more than the lowest scoring judge”
(Pragglejaz Group 2007: 22). However, the Pragglejaz Group (2007: 22) note that these outliers are
evened out after a discussion between the analysts. Additionally, one of the factors that can affect the
perception of metaphoricity is the type of discourse which can be understood as a contextual variable.
Apart from genre, style, or level of formality, this is also manifested in different modalities (i.e.,

written or spoken discourse).

2.5.1.7.2 From MIP to MIPVU

Steen et al. (2010) highlight the discrepancy between the interpretational nature of the
humanities that lack the methodological rigor of natural sciences, and the pronounced tendency for
explicit measurements typical of experimental psychology and cognitive sciences. However, the
novel interdisciplinary approaches should serve to bridge this gap. Namely, increasing the level of
explanatory validity of the existing theoretical models necessitates the introduction of quantitative
methods and more precisely defined research methodologies. This, in turn, should yield a greater
degree of convergent validity of the data, and in effect increase the explanatory validity of the models.
One important area where a greater degree of scientific rigor should be introduced is metaphor
identification. For instance, owing to the differences in methodologies between critical discourse
studies and psycholinguistic studies dealing with the role of metaphorical framing in political
discourse, Boeynaems et al. (2017) identified important differences in the results obtained in the two
groups of studies. Namely, through a systematic overview of previous research, the authors found
“diverging effects of metaphorical framing” (Boeynaems et al. 2017: 129) afforded by the two
approaches.

Steen et al. (2010: 7) emphasize the fact that metaphor represents a relational term to the
extent that it is “metaphorical to some language user.” Moreover, the aim of the Pragglejaz Group
was not to identify the specific underlying conceptualizations, but only to identify metaphorically
used words (Steen et al. 2010: 8). Namely, “to determine which conceptual domains these words
belong to is not needed, extremely difficult, and a research question of its own” (Steen 2007: 286).
Introducing this stage into the MIP would also reduce the reliability of the model, inasmuch as it
would introduce unnecessary noise, since “identifying conceptual metaphors is open to much greater

disagreement between analysts” (Steen et al. 2010: 8). This methodological distinction between the
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identification of metaphorical expressions and their corresponding conceptualizations has also been
stressed in previous research (e.g., Charteris-Black 2004; Cameron 2003; Black 1962). Additionally,
metaphor identification in the domain of linguistic studies is not restricted by the various models of
metaphor processing proposed in psycholinguistics (see section 2.5 below). In effect, MIP was
concerned only with the linguistic (rather than conceptual) realization of metaphors (Steen et al. 2010:
8). In that sense, the Pragglejaz Group did not stipulate that the identified metaphorically used words
bear any cognitive reality or that they entail the activation of cross-domain mappings. Instead, the
results offered by the MIP remain invariant in relation to the psycholinguistic models of metaphor
processing. Any claims of that kind would require additional analyses.

Building on the MIP (Pragglejaz Group 2007), Steen et al. (2010) introduced an extended
version dubbed MIPVU3!. MIPVU stresses the fact that “indirect conceptualization by metaphor
causes some form of referential and sometimes even topical discontinuity or incongruity in discourse,
whether the indirect conceptualization is expressed in direct or indirect language. It introduces an
alien conceptual domain into the dominant conceptual domain of the discourse (or discourse
segment)” (Steen et al. 2010: 11). Specifically, MIPVU involves the following stages in the
identification of metaphor-related words (Steen et al. 2010: 25-26):

I.  the basic unit of analysis is a single lexical unit, which is “motivated by the functional relation
between words, concepts and referents in discourse analysis” (Steen et al. 2010: 27). The first
step involves the investigation of individual lexical units in the text for potential metaphor-
related meaning (MRW). Similar to polywords, phrasal verbs are also treated as single lexical
units. Compound nouns are also treated as single lexical units. Prepositional verbs and verbs
followed by free adverbs, on the other hand, are not treated as single units®;

ii. ifaword is used indirectly, and its contextual meaning can be explicated as a type of mapping
from its more basic meaning, the sense of the word is understood as metaphorical (MRW).

This involves the following steps:

a. first, the contextual meaning of the lexical unit is identified. Contextual meaning is
defined as the meaning a lexical unit has “in the situation in which it is used” (Steen
et al. 2010: 35);

b. the analyst then assesses whether the lexical unit has a more basic meaning. The more
basic meaning is understood “as a more concrete, specific, and human-oriented sense

in contemporary language use” (Steen et al. 2010: 35);

31 VU stands for Vrije Universiteit, the university in the Netherlands where the model was developed.
32 For details concerning the identification of different types of phrasal verbs see Steen et al. (2010: 28-30).
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c. the basic meaning is compared to the identified contextual meaning. The two
meanings need to differ sufficiently, as metaphorical meaning is understood to
“depend on a contrast between a contextual meaning and a more basic meaning”
(Steen et al. 2010: 37). Additionally, the difference between the two meanings also
needs to be sufficient enough for the contextual meaning “to be seen as potentially
participating in another semantic or conceptual domain” (Steen et al. 2010: 37).
Additionally, Steen et al. (2010: 37) propose the following two guidelines: (i) if a
lexical unit has multiple senses, these are considered sufficiently distinct, and (ii) if a
lexical unit has only one sense it is understood as the basic sense, and as sufficiently
distinct if it differs in any way from the contextual sense;

d. the analyst explores whether there is any form of similarity between the two meanings,
which is understood as a requirement for the word to be seen as metaphorically related
(MRW). Similarities normally entail “external or functional resemblances (attributes
and relations) between the concepts they designate [and] it is immaterial whether these
resemblances are highly schematic or fairly rich” (Steen et al. 2010: 37);

if a word is identified as used directly and that sense “may potentially be explained by some
form of cross-domain mapping to a more basic referent or topic in the text” (Steen et al. 2010:
26), the word should be marked as direct metaphor (MRW, direct). This includes the
following steps:

a. the analyst is first required to identify the referent and the corresponding topic shifts;

b. it should be determined “whether the incongruous lexical units are to be integrated
within the overall referential and/or topical framework by means of some form of
comparison” (Steen et al. 2010: 38);

c. itshould be determined “whether the comparison is nonliteral or cross-domain” (Steen
et al. 2010: 38);

d. it should be determined whether the comparison constitutes some type of indirect
discourse referring to the topic of the text or the referent.

Finally, if the target lexical item meets the conditions b—d, it should be labeled as
MRW, direct (direct metaphor);
when the third person pronouns or ellipsis are used as substitutions of indirect meaning, and
if those pronouns or ellipsis “may potentially be explained by some form of cross-domain
mapping from a more basic meaning, referent, or topic” (Steen et al. 2010: 26), these should
be labeled as implicit metaphors (MRW, implicit). In that sense a distinction is made between

implicit metaphor by substitution and implicit metaphor by ellipsis (Steen et al. 2010: 39). In
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general terms, the implicit metaphor involves “one linguistic element of cohesion (...

substitution or ellipsis ...) that is not necessarily metaphorical by itself but refers back to a

previous word and concept that was metaphorically used” (Steen et al. 2010: 40);

v. if a single word signals a potential cross-domain mapping (e.g., contrast or comparison), it
should be coded as a metaphor flag (MFlag);

vi.  with newly-coined words, their constituent elements should be investigated along the previous
five steps.

Steen et al. (2010) go on to discuss the application of their procedure in news texts,
conversation, fiction, academic discourse, and Dutch news and conversation. Although the reliability
analysis of the English materials revealed a certain degree of analyst bias (as was the case with MIP),
the issue was successfully resolved through discussions between the analysts, where all problematic
cases were resolved. Additionally, when analyzed on a case-by-case basis, there was a higher level
of agreement between analysts. Moreover, “it is important to note that all of these figures hold across
four rather different registers” (Steen et al. 2010: 161). The results also showed a higher degree of
reliability compared to MIP.

Overall, the two metaphor identification methodologies (MIP and MIPVU) should afford a
greater level of convergent validity of findings in future studies, insofar as they afford a greater level

of control in metaphor identification.

2.5.1.8 METAPHOR CLUSTERS AND CLUSTER IDENTIFICATION

In the present section we give an overview of the most relevant studies dealing with the
phenomenon of metaphor clusters, and the methodologies used in the identification of clusters. These
will be relevant for corpus analysis in the present study (section 3), and for the selection and
construction of priming materials in section 5.

Corts and Pollio (1999: 84) investigated the cooccurrence of figurative language and gestures
in spontaneous speech and they analyzed three college lectures in abnormal psychology which dealt
with “the topics of aging, separation and loss, and substance abuse.” Independent raters first identified
instances of figurative speech, which was followed by the classification of gestures. Instances of
figurative language were classified as either topical or structural, and as frozen or novel. Frequencies
and distributions of figurative language and gestures were analyzed using the centered moving
average procedure (CMA). CMA was applied to consecutive sets of five sentences (sentences 1-5,
followed by sentences 2-6, 3—7, 4-8, etc.) until the corpus had been exhausted. Mean numbers of

instances of figurative language were calculated for each individual sentence set. It is important to
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note that “CMA values increase during output bursts and return to a lower value once the burst has
run its course” (Corts and Pollio 1999: 86). The obtained data corresponded to the Poisson distribution
which afforded the calculation of probabilities that “a specific value of CMA could arise by chance
from such a distribution” (Corts and Pollio 1999: 86).

The data revealed significant bursts in all three lectures, and frozen figurative phrases were
more frequent than the novel ones. The obtained results also showed that the identified bursts were
not random. Namely, the increased frequency of figurative phrases corresponding to bursts also
marked “a shift in the type of content presented or in the purpose of the speech within the lecture as
measured by three qualities: coherence, novelty, and topicality” (Corts and Meyers 2002: 393). The
results also showed cooccurring bursts of metaphorical expressions and gestures mostly in the topical
mode where the main metaphor was often elaborated, which yielded a burst. This mode included all
instances of novel metaphors. In the structural mode, figurative language was used to organize and
direct the content of the lecture. Overall, metaphorical bursts typically involved a coherent metaphor
that was further elaborated.

Corts (2006) conducted a study in which he attempted to extend and validate the findings
presented in Corts and Pollio (1999). In order to ascertain that the previously obtained results had not
been confounded by the idiosyncrasies of the single lecturer who provided the corpus, Corts (2006)
included additional speakers from the fields of natural sciences and humanities®. Transcripts of the
lectures were analyzed for instances of figurative language (which included metaphor, analogy,
metonymy, personification, and other relevant categories), and classified based on novelty,
coherence, and topicality (Corts 2006: 213). A similar procedure was conducted for gestures as well.
The data were analyzed using the centered moving averages (CMA) similar to Corts and Pollio
(1999). Based on the obtained results, cumulative frequency graphs were constructed. The analysis
revealed a number of bursts across lectures, where bursts “contained approximately one third of all
figurative output within the lecture despite the fact that they included only 6 percent of the total
number of sentences” (Corts 2006: 216). In other words, the bulk of figurative expressions was
condensed in the sections containing bursts. Additionally, the results correspond to those obtained in
Corts and Pollio (1999), insofar as bursts mostly coincide with novel figures of speech and they are
coherent with the root metaphor (LECTURE IS A JOURNEY). Moreover, there is a high degree of
cooccurrence between bursts of figurative language and gestures, and in these cases the two
complement each other. Bursts of figurative phrases are not random, and “they usually involve a
change in the function and purpose of the language and concepts under consideration” (Corts 2006:

232). The regular nature of the identified bursts suggests that they are not discipline-specific, nor are

33 The two lecturers that he included in the study dealt with the Introduction to Geology, and Greek Mythology.
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they idiosyncratic traits of individual speakers. Rather, bursts (i.e., metaphor clustering) appear to be
an important mechanism for the construction of discourse that improves its coherence and facilitates
comprehension.

Corts and Meyers (2002) conducted a study in which they explored the production of
metaphor clusters in spoken discourse. The study included three sermons, which were understood as
a type of speech that would involve a high frequency of metaphorical language. Transcriptions of the
sermons were analyzed by two raters who then categorized the selected metaphorical expressions in
terms of coherence, topicality, and novelty. Metaphorical expressions were treated as coherent if there
were at least two other metaphorical expressions with the same source domain. In relation to
topicality, a distinction was made between descriptive and conceptual metaphors. This was tested by
examining whether a target expression could be replaced by a literal expression or another
metaphorical expression without affecting meaning (Corts and Meyers 2002: 396). Target
expressions that could be understood as idiomatic to most speakers of American English were treated
as frozen metaphors, while the targets that did not fit this criterion were understood as novel.

Once individual metaphorical expressions were identified, the raters identified sections of
sermons with bursts. Since sermons contained a high frequency of metaphorical expressions, clusters
were identified visually (Corts and Meyers 2002: 397), rather than using the moving averages
techniques introduced by Corts and Pollio (1999). Namely, the very high frequency of metaphors was
expected to produce “a ceiling effect preventing statistically detectable increases in rates” (Corts and
Meyers 2002: 403). Corts and Meyers (2002) also made an important terminological distinction
between clusters, which refer to “portions of the discourse identified by a search only of the topical
stream” Corts and Meyers (2002: 403), and bursts, which “refer to the statistically defined portions
of lectures in earlier research” Corts and Meyers (2002: 397). The data were plotted on the cumulative
frequency graphs which afforded the identification of sentences in which the increase in the number
of metaphorical expressions occurred. Quantitative analysis revealed a high frequency of clusters in
all three sermons. Namely, “the figure/sentence rates increased sevenfold from non-clusters to
clusters in each cluster” (Corts and Meyers 2002: 398). In qualitative terms, the obtained results
showed two types of clusters: (i) those without changes in novelty, topicality, or coherence in relation
to the surrounding discourse, and (ii) those with a change in topic and type of language (or tone).

Kimmel (2010: 97) addresses the issue of metaphorical expressions in “close textual
adjacency” which he dubs metaphor clusters. However, he distinguishes between (i) metaphor
clusters, understood as textually adjacent groupings of conceptually coherent metaphorical
expressions, and (ii) mixed metaphors which are textually adjacent, but do not share an obvious

conceptual base. Specifically, two metaphorical expressions are understood as conceptually coherent
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“if they either share some source domain ontology, some target domain ontology, or both” (Kimmel
2010: 101). If they do not meet any of these criteria they are understood as mixed metaphors.
Quantitative corpus analysis revealed the dominance of mixed metaphors — 76% of all metaphors
were identified in this condition (Kimmel 2010: 102). Also, the results showed a higher degree of
coherence between target domains than between source domains, since “speakers tend to stick to a
topic they talk about, even when using different (source-domain-related) kinds of metaphors”
(Kimmel 2010: 102).

In qualitative terms, Kimmel (2010: 106) makes a distinction between the following three
degrees of conceptual association between adjacent metaphors: “(i) conceptual complementation and
elaboration; (2) conceptual overlap; (3) no apparent conceptual coherence at the level of metaphor
proper.”’3 In the first case, metaphorical expressions reinforce each other, and this is most evident in
cases where the adjacent metaphorical expressions stem from the same conceptual key (in the sense
of Charteris-Black 2004). In the second case, there is a smaller degree of conceptual overlap.
Typically, source domains are different, but they are used to describe the same target domain.
Conceptual overlap in this case can be based on the shared image-schematic structures, similarities
between semantic fields, or converging inferences afforded by the specific source domains (Kimmel
2010: 107). Finally, in the third case, adjacent metaphorical expressions have different source and
target domains, and are connected via “the same argumentative context” (Kimmel 2010: 108), rather
than by underlying conceptual similarities.

Kimmel (2010: 110) argues that the processing of mixed metaphors is facilitated by the
“relations of the clause units in which they occur.” He argues that metaphorical expressions
sometimes appear in a single clause, sometimes in connected clauses, while sometimes they are found
in larger sections of discourse Kimmel (2010: 110). In other words, the processing of metaphor
clusters and mixed metaphors is facilitated by the discourse context. We argue that it is discourse
context that overrides the (apparent) conceptual incoherence between mixed metaphors (with
different source and target domains). In other words, the overarching topic which relates sections of
discourse at both phrase- and clause-level facilitates the integration of seemingly disparate
metaphorical conceptualizations into (pragmatically) coherent clusters.

Koller (2003) explored the interpersonal, ideational and textual functions of metaphor clusters
and metaphor chains in business media discourse, and the analysis was largely based on the
framework of systemic-functional linguistics. The study included a combined quantitative-qualitative

approach. The obtained results stressed the necessity that metaphors “should be seen as a

3 QOriginal emphasis.
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phenomenon with multiple functions at multiple levels” (Koller 2003: 128). The most frequent
metaphors in the analysis of a sample article were those of WAR, SPORTS, and GAMES, respectively.

The analysis of dispersion plots obtained from WordSmith Tools 3.0 Koller (2003) identified
the presence of clusters of wAR metaphors at the beginning and towards the end of the sample article.
Additionally, those clusters demonstrated “a defining and persuasive function” (Koller 2003: 122).
Dispersion plots afford a visual overview of the distribution of (the tagged) target elements across the
given corpus. Sections with increased frequencies of targets are easily discernible from the graphs.
Clusters of sPORTS metaphors were the most frequent in the middle of the article, whereas clusters of
GAME metaphors did not show a high degree of frequency. WAR and SPORTS metaphors cooccurred at
the onset of the article, which afforded “a two-fold metaphoric structure right from the beginning of
the text” (Koller 2003: 122). Additionally, the three groups of metaphors seem to reinforce each
other’s rhetorical function, to the extent that “they extend and elaborate on each other [and facilitate
the construction of] a cohesive cognitive scenario” (Koller 2003: 125).

Koller (2008) investigated the differences in metaphorical conceptualizations between the
(more traditional) transaction marketing, and the more recent construct of relationship marketing. The
analysis involved (i) the quantitative analysis of the selected corpus of business media texts, (ii) a
qualitative analysis of selected materials, and (iii) the analysis of advertisements. It is important to
note that Koller (2008: 105) sees discourse as a socio-cognitive practice which is “inextricably linked
to cognition, transporting the models and schemata by which its participants make sense of reality.”
Media texts from the corpus are seen as secondary discourse closely related to the primary discourse,
insofar as it includes and recontextualizes primary voices (Koller 2008: 107). The quantitative
analysis conducted via WordSmith Tools 3.0 also revealed the presence of metaphor clusters. Clusters
in the opening section revealed a defining role, those in mid-text served to elaborate the main ideas,
while clusters in the concluding sections had a marked persuasive function. Based on the qualitative
and quantitative analysis Koller (2008: 121) concludes that the RELATIONSHIP metaphor is still a
novel, emergent conceptualization, while wAR metaphors are still far more frequent. Consequently,
this gives way to two conflicting metaphorical models.

Cameron and Low (2004) compared the possible differences in the use of metaphors between
the spoken and written discourse. They were able to identify the following three factors that affected
metaphor variation: (i) the speaker’s/writer’s perception of the audience and their familiarity with the
topic, (i1) the speaker’s/writer’s awareness of how challenging the topic is for the audience, and (iii)
the expected mode, genre, and style of the text/talk (Cameron and Low 2004: 357). These factors
sometimes work alone, but more often in concert. The data showed that clusters in speech most

frequently occurred in sections dealing with complex explanations. In written texts, they were more
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heterogeneously distributed, and they were linked with specific framings. Additionally, in written
discourse contexts afforded by clusters, the clusters showed the ability of triggering the metaphorical
sense of words typically understood as literal. Also, the base metaphor had the potential for attracting
different metaphors that dealt with the same topic (i.e., the same target domain). Overall, Cameron
and Low (2004: 373) concluded that the main sources of metaphor variation were the position in the
text and possible clustering tendencies, and the specific source domains (i.e., vehicles). They also
stress the affective role of metaphor, insofar as speakers/writers used metaphors in order to “mitigate
feelings of inadequacy or overwhelming challenge that the [audience] might experience” (Cameron
and Low 2004: 373). Another important difference between the spoken and written discourse was
that speakers typically used metaphors to summarize the literal explanations, whereas writers used a
metaphor throughout the explanation.

Cameron and Stelma (2004) highlight the import of a reliable procedure for the identification
of metaphor clusters. Namely, we need to be able to identify sections of discourse where “the density
of metaphor changes sufficiently to warrant being labeled a cluster or burst” (Cameron and Stelma
2004: 108). Cameron and Stelma (2004) introduce a novel identification procedure that involves a
visual identification technique via the VisDis software designed specifically for their research. The
software “creates a visualization of the dynamics of metaphor in discourse as it evolves over time”
(Cameron and Stelma 2004: 121). Based on the analysis of previous research (e.g., Corts and Pollio
1999; Cameron 2003) they chose intonation units as the relevant time units. The decision was made
based on the notion that an intonation unit “is both a unit in which the cognitive and the verbal overlap,
and a good approximation to an absolute measure that will enable valid comparisons across different
discourse contexts” (Cameron and Stelma 2004: 120). As they note, the research involved a novel
type of discourse — “reconciliation between a perpetrator and a victim” (Cameron and Stelma 2004:
108).

Following Cameron (2003), Cameron and Stelma (2004) also understand the discourse of
reconciliation as a dynamic, complex, non-linear, adaptive system. Moreover, the notion of a complex
system sees “talking-and-thinking as a co-adaptation between the cognitive and linguistic resources
of participants” (Cameron 2003: 110). In broader terms, discourse is also understood as a “complex
dynamic language-using activity” (Larsen-Freeman and Cameron 2008: 162), and one of the most
prominent traits of a dynamic system is change. Namely, “not only do the component elements and
agents change with time [...] but the ways in which components interact with each other also change
with time” (Larsen-Freeman and Cameron 2008: 29). Furthermore, just as language is understood as
an emergent property of complex systems (Larsen-Freeman and Cameron 2008), metaphor is

understood in the same way (Cameron 2003; Cameron and Stelma 2004). Bearing in mind that

151



complex, dynamic systems stem towards some sort of an equilibrium, “metaphor clusters are likely
to be sites of particular variability and flexibility in the interactional process” (Cameron and Stelma
2004: 110) between interlocutors.

Unlike the previous studies where the decisions concerning the quality of metaphor clusters
were made at the onset of the individual metaphor identifications stage, Cameron and Stelma (2004:
116) argue that such decisions should be moved to a later stage. They adopt a broader definition of
metaphor, where “metaphor includes various surface language forms such as similes, analogies and
hyperbole, but only those instances which are metaphorical, in the sense of bringing two disjunctive
domains together” (Cameron and Stelma 2004: 117). The obtained results showed that the occurrence
of clusters coincides with points in which the interaction associated with the general purpose of the
discourse is amplified (Cameron and Stelma 2004: 134). In the specific case of reconciliation
discourse, metaphors are appropriated between interlocutors, and “the central discourse work of
reducing alterity is pushed forward through metaphor clusters” (Cameron and Stelma 2004: 134).
Additionally, clusters included a high percentage of all metaphors identified in their corpus (42%),
and amounted to roughly 30% percent of the total discourse. Overall, the authors propose that their
research represents a heuristic tool for future explorations of metaphor clusters in discourse, to the
extent that the behavior and function of clusters can also afford a more comprehensive insight into
the dynamics of discourse.

Cameron (2007a) compares the discourse of classroom talk and reconciliation talk, and
emphasizes the affective dimension of metaphor clustering. Building on her previous work, she also
stresses the import of the context in which metaphors occur (Cameron 1996), as well as the role of
the dynamic nature of discourse (Cameron 2003). In line with the notion of complex, dynamic
systems, Cameron (2007a: 42) argues “that metaphor is shaped by its use in the flow of talk between
people, while simultaneously shaping that talk and the understandings people construct within.”
Moreover, for a more comprehensive understanding, we need to account for “linguistic, cognitive,
affective, physical and cultural” (Cameron 2007a: 42) dimensions of metaphor use. Seeing that
dynamic systems involve change at multiple levels, metaphor clusters are seen as a “way in which
metaphor use at the ‘local’ level, in the moment of talk, connects dynamically to the longer timescale
of a ‘discourse event’, be that a lesson or a conversation” (Cameron 2007a: 43).

In classroom discourse (Cameron 2003), there was a greater likelihood of metaphors
appearing in pairs or larger groups than in isolation. The identified clusters in that study averaged 3.5
metaphors, “indicating that co-occurrence was not a gradual phenomenon but a distinct one”
(Cameron 2007a: 47). In the case of the discourse of reconciliation, there were two unique contexts

in which clusters appeared: (i) metaphor appropriation, and (ii) “exploration of alternative scenarios”
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(Cameron 2007a: 54). In the context of reconciliation, metaphor appropriation can serve as a useful
tool for steering interlocutors towards a common ground. With alternative scenarios, speakers
compare the actual event with a hypothetical scenario that can also entail a different emotional
response. Another important finding is that metaphor clusters appeared in the sections of discourse
with an increased affective appeal. Clusters also connect “the local level of the linguistic metaphor in
an utterance with groups of metaphors used in an episode of talk” (Cameron 2007a: 59).

Cameron (2007b) explores the specific patterns and functions of metaphor clusters in the
discourse of reconciliation®. First, she analyzed the instances of individual metaphors, which was
followed by the identification of clusters. The specific conceptualizations that the data revealed
include JOURNEY, CONNECTION, CHANGING A DISTORTED IMAGE, and LISTENING TO OTHER’S STORY
metaphors (Cameron 2007b: 197). Cameron (2007b) notes that the identified metaphor clusters
performed cognitive and pragmatic functions. Namely, at the microlevel, “participants used the
affordances of metaphor development to negotiate and shift perspective” (Cameron 2007b: 219). At
the macrolevel, the build-up of metaphors as discourse unfolded enabled the interlocutors to alter
their images of each other. An important factor in the dynamics of discourse was the use of contrasting
metaphors — at the microlevel these metaphors were used to assess the possible alternatives, whereas
at the (more global) macrolevel “they could describe the shift from dehumanized enemy to
rehumanized individual” (Cameron 2007b: 220). Also, the senses of some metaphor keywords often
shifted between their literal and figurative use. Cameron (2007b: 220) explains that “[1]ndeterminacy
and metaphoric blurring may create a space around the meaning of the words that helps speakers feel
more comfortable.”

Figar and Antovi¢ (2015) explored the role of metaphor clusters in political discourse, relying
on the framework of conceptual blending theory (Fauconnier and Turner 2002; Coulson and Oakley
2005). The analysis included a sample article from The New York Times describing a presidential
debate between Barack Obama and Mitt Romney in October 2012. In the first step, the authors
identified all instances of individual metaphorical expressions following the MIP (Pragglejaz Group
2007). Individual metaphorical expressions were then classified according to the corresponding
conceptual metaphors and conceptual keys (in the sense of Charteris-Black 2004). In the next step,
the authors first employed a similar methodology used in Koller (2003). Namely, they used the
dispersion plots obtained from WordSmith Tools 6.0 (Scott 2010, 2014; Tribble 2010) in order to
identify sections of the article with increased density of individual metaphors. Potential cluster-
candidates were then analyzed in qualitative terms to ensure that they were indeed topically related

and could be, therefore, treated as clusters. Focus was placed on sentence- and paragraph-level

35 The corpus used in this study has already been introduced in Cameron and Stelma (2004) and Cameron (2007a).
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clusters. Additionally, the researchers also constructed cumulative frequency graphs (for both
sentence- and paragraph-level clusters) in order to check for the convergent validity of findings
between the two procedures — the data obtained from dispersion plots and data obtained from graphs.

Quantitative analysis of the sample revealed the highest frequency of MOTION and CONFLICT
(combined with FORCE) metaphors. The analysis of clusters revealed 20 sentence-level clusters,
ranging from 3 to 7 metaphors. Additionally, every cluster contained at least one of the most frequent
individual metaphors. Most of the identified sentence-level clusters were “markedly heterogeneous;
however, such structure does not compromise their overall function, nor does it affect the text flow”
(Figar and Antovi¢ 2015: 243). Namely, Figar and Antovi¢ (2015: 244) argue that such cluster
structure actually enables individual metaphors to resonate each other’s rhetorical force. The analysis
further revealed 19 paragraph-level clusters, which included between 3 and 14 metaphors. The results
showed “that the majority of paragraph-level clusters were extensions of sentence-level clusters”
(Figar and Antovi¢ 2015: 244).

Figar (2019) explored the dynamics of a sample metaphor cluster extracted from a larger
corpus of conceptual metaphors in the political discourse of daily newspapers. The target cluster
contained 3 JOURNEY, 3 CONFLICT, and 3 CONTAINMENT metaphors (Table 2.4), and it reflected the
overall tendency identified in the corpus. Additionally, metaphors included in the cluster also showed
the highest frequency in the corpus. Such a procedure for the selection of targets was employed “[i]n
order to remedy the common shortcoming of psycholinguistic studies that often use “artificial’ stimuli
that are not ecologically valid” (Figar 2019: 238). Identification of individual metaphorically used
words in the corpus was conducted in accordance with the MIP (Pragglejaz Group 2007). The
identified metaphorical expressions were then classified according to the corresponding conceptual
metaphors and conceptual keys. Clusters were identified using the dispersion plots from WordSmith
Tools 6.0 (Scott 2010, 2014; Tribble 2010). In the first step, dispersion plots were used to identify
sections in the corpus with increased metaphor density, and these potential clusters “were then further
analyzed to ensure that they were topically related” (Figar 2019: 239). The corpus included 27
articles, with the total of 26,025 words, and an average article length of 963.89 words (Figar 2019:
238). Articles were topically related in that they described the first presidential debate between Barack
Obama and Mitt Romney in October 2012, and all articles were selected from The New York Times.
Quantitative corpus analysis showed the density of 95.37 metaphorical expressions per 1,000 words,
a total of 386 clusters, and 14.3 clusters per article. Additionally, 86.95% of individual metaphors
were included in clusters.

The main part of the study included 81 participants, advanced EFL students from the

University of NiS. Their task was “to rate the target items on 6-point Likert scales along the following
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dimensions: (i) metaphoricity, (ii) familiarity, (iii) contextual aptness, and (iv) how important the
target item was for text comprehension” (Figar 2019: 241). Metaphoricity ratings related to judgments
of how metaphorical (as opposed to literal) each target expression from the cluster was. Familiarity
ratings required the participants to assess how familiar each target expression was. The measurement
of contextual aptness was included because the target metaphorical expressions appeared in a larger
sentential context. Consequently, the participants were asked to assess how suitable each of the
metaphorical expressions was in the given context. Finally, the participants were also asked to assess

the importance of each of the target metaphorical expressions for the overall text comprehension.

Table 2.4. Target text (adopted from Figar 2019: 240)

The positions<m-journey> in<m-containment> the political ad wars<m-conflict> have

led to<m-journey> worry among Republican strategists outside<mcontainment> the

campaign that Mr. Romney’s team has simply been outgunned<mconflict> by Mr.

Obama’s in<m-containment> its approach to advertising and the way it goes about<m-

journey> buying ad time on television in<m-containment> most battleground

states<m-conflict>.

Figar (2019) used one-way repeated measures ANOVA to explore the possible differences in
ratings between target items. By-item analysis showed “a significant effect of metaphoricity between
the three groups of metaphors” (Figar 2019: 241), and subsequent pairwise comparisons showed
significant differences between all items. The main effect of familiarity was also significant, and
pairwise comparisons again revealed a similar trend like in the case of metaphoricity. Contextual
aptness also showed a significant effect, while pairwise comparisons showed a significant difference
only between JOURNEY and CONTAINMENT metaphors, and CONFLICT and CONTAINMENT metaphors,
with higher means attributed to CONTAINMENT metaphors in both cases. The difference in contextual
aptness ratings between CONFLICT and JOURNEY metaphors did not reach significance. Ratings of
importance for comprehension also reached significance, and pairwise comparisons again showed
significant differences in all cases. In addition to by-item analyses, Figar (2019: 242) also “calculated
a ‘total coefficient’ for each group of metaphors [...] as a mean sum of ratings along all four
dimensions for each of the three groups of metaphors, respectively.” This was done in line with the
methodology outlined in Stamenkovi¢, Milenkovi¢, and Dinci¢ (2019). Statistical analyses revealed
a significant main effect of metaphor group, while subsequent pairwise comparisons also revealed

significant differences between all groups.
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Additionally, Figar (2019: 242) performed a multiple linear regression analysis for the model
(metaphoricity, familiarity, importance for comprehension) in order to see how reliably these three
dimensions could be used to predict the variance in contextual aptness ratings, for each metaphor
group, respectively. For JOURNEY metaphors, the model reached significance and it explained 33.7%
of variance ratings, with the strongest unique contribution afforded by familiarity ratings. Also, all
items from the model were significant. The model also explained 39.5% of variance in contextual
aptness ratings for CONFLICT metaphors, where it also reached significance. The strongest unique
contribution was given by the importance for comprehension, while the other two items in the model
did not prove significant. Finally, for CONTAINMENT metaphors the model was significant, and it
accounted for 25% of variance in contextual aptness ratings. Metaphoricity ratings afforded the
strongest unique contribution. Familiarity ratings reached significance, while the ratings of
importance for comprehension did not appear to be significant.

Overall, Figar (2019: 243) concluded that the analyzed corpus showed a pronounced
clustering tendency “with 86.95% of all metaphorical expressions identified in the corpus also
appearing in clusters, and with an average of 14.30 clusters per article.” Additionally, by-item
analyses showed a significant effect for all four dimensions, which was almost consistently preserved
in pairwise comparisons. Metaphor groups also showed a significant main effect which was also
reflected in pairwise comparisons. The highest level of activation was identified for CONFLICT
metaphors, followed by JOURNEY and CONTAINMENT metaphors. Figar (2019: 244) concluded that
different levels of activation both attested to the dynamic nature of the cluster, and licensed “a
threefold metaphorical structuring of the target text.” Additionally, equal ratings of contextual aptness
identified for CONFLICT and JOURNEY metaphors “suggest that these two [metaphor] groups serve as
very suitable conduits for the structuring of discourse in the present cluster [and] the image-schematic
nature of JOURNEY metaphors seems to complement the dynamic nature of CONFLICT metaphors”
(Figar 2019: 244). CoNFLICT metaphors also received the highest ratings of metaphoricity, while their
familiarity ratings were the lowest. Finally, the multiple linear regression analysis showed “a certain
degree of interdependence between the four dimensions” (Figar 2019: 245), which further supports
the idea of the dynamic nature of metaphor clustering reflected in the dynamic interaction between

the discussed dimensions.

2.5.1.9 METAPHOR IN POLITICAL DISCOURSE

Building predominantly on the conceptual metaphor theory (Lakoff and Johnson

2003[1980b]) and critical metaphor analysis (e.g., Charteris-Black 2004), corpus-based studies of
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metaphor have identified a wide range of specific instantiations, and a wide range of rhetorical uses
of metaphorical expressions in political discourse. Namely, conceptual metaphors are understood to
exert their force-dynamic rhetorical effects via highlighting or hiding the desired aspects of the issues
at hand, by provoking emotional responses with the audience, or by adopting biasing (metaphorical)
framings of the relevant issues (or situations). Such effects are achieved through the use of some
common metaphorical conceptualizations that involve SPORTS METAPHORS, WAR METAPHORS,
CONTAINMENT METAPHORS, and JOURNEY METAPHORS.

Mio (1997: 113) argues that “at the core of political communication is the ability of the
politician to use metaphor and symbols that awaken latent tendencies among the masses.” According
to him, the main mechanisms that license the persuasive power of metaphor include (i) simplification;
(it) manipulation of underlying symbolic representations; and (iii) the emotional appeal. Mio (1996)
conducted a study in which he obtained empirical support for the Metaphor extension hypothesis.
Namely, this hypothesis suggests that “metaphors that extend someone else’s metaphor are more
effective persuasive devices than those that do not” (Mio 1996: 136). Mio et al. (2005) conducted
two studies in which they showed a relationship between frequency of metaphor use and charisma.
The results showed that presidents who used more metaphors in their inaugural addresses were judged
as both more charismatic and more inspirational. Charteris-Black (2011: 32) also stresses the impact
of the emotional appeal of conceptual metaphors in the sense that “metaphors change how we
understand and think about politics by influencing our feelings and thoughts.” Put differently, “the
social role of metaphor in the construction of an ideology is motivated by a rhetorical purpose of
arousing the emotions in order to persuade” (Charteris-Black 2004: 251).

Charteris-Black (2004: 65-109) stresses the role of CONFLICT and JOURNEY metaphors
identified in British Party manifestos and in American Presidential Speeches. Steinert (2003)
emphasizes the role of WAR metaphors in populist politics, in the sense that social values can be linked
to the frame of WAR. Namely, “the war metaphor is ubiquitous, connected to strong emotions and
social values and it is widely used in politics of mass appeal” (Steinert 2003: 268). Burnes (2011)
analyzed a corpus that included French and British newspaper reports of the 2008 election in Pakistan
and the US. The study showed that “in the US election reports, CONFLICT metaphors constituted
almost a quarter of metaphors (24%) describing the election, and in the Pakistan reports, they
comprised over a third” (Burnes 2011: 2166). In addition to CONFLICT metaphors, the analysis also
revealed a high frequency of SPORT and JOURNEY metaphors.

Silaski and Purovi¢ (2014) explored the role of JOURNEY metaphors in the conceptualization
of Serbia’s accession to the EU. Namely, they highlight the use of STEP and TRAFFIC LIGHT metaphors

in the conceptualization of the political process in terms of motion. Silaski, Purovi¢, and Radi¢-
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Bojani¢ (2009) provided a comprehensive overview of the use of conceptual metaphors in the Serbian
political discourse in their critical metaphor analysis of the Serbian public discourse. Among other
metaphor groups, Silaski, Purovi¢, and Radi¢-Bojani¢ (2009: 35-58) discuss the role of WAR
metaphors in the Serbian political discourse. Based on the corpus analysis they were able to identify
the following conceptual metaphors: POLITICAL SCENE IS A WAR GROUND, POLITICAL PARTIES ARE
CONFLICTING SIDES, ELECTION IS A BATTLE, POLITICAL STATEMENTS/ACTIONS ARE WEAPONS,
COOPERATION BETWEEN POLITICAL PARTIES IS TRUCE, and VOTERS ARE CASUALTIES OF WAR (Silaski,
DPurovi¢, and Radi¢-Bojanic¢ 2009: 42-55).

Semino and Masci (1996) analyzed Berlusconi’s use of the conceptual metaphor POLITICS IS
FOOTBALL in Italy. They found that the frequent use of metaphorical expressions corresponding to
this metaphor was used to direct the public’s perception of the political process by constructing a
positive view of himself. Moreover, the use of football metaphors enabled Berlusconi “to turn politics
into a spectator sport” (Semino and Masci 1996: 251). Radi¢-Bojani¢ and Silaski (2008) explored the
use of FOOTBALL metaphors in the Serbian political discourse. Based on the corpus analysis they
identified the following overarching conceptualizations: POLITICAL PARTIES ARE FOOTBALL TEAMS,
ELECTION IS A FOOTBALL GAME, and RULES OF DEMOCRATIC ELECTION IS FOOTBALL RULES (Radi¢-
Bojani¢ and Silaski 2008: 145-152). The authors concluded that the identified FOOTBALL metaphors
had a marked persuasive function, insofar as they were used “to hide some aspects of the political
reality [and] trivialize the importance of political decisions” (Radi¢-Bojani¢ and Silaski 2008: 145—
154). Silaski and Radi¢-Bojani¢ (2010) analyzed the use of SPORTS metaphors in the discourse of
Zoran Dindi¢. The authors argue that Dindi¢ used SPORTS metaphors to motivate the voters to endure
the political reforms and transition. Unlike other politicians who tend to use SPORTS metaphors to
emphasize the competitive (even aggressive) aspects of the political process, Pindi¢ used SPORTS
metaphors to unify the democratic opposition as members of the same team, and to bring their
supporters together on the path towards common goals. This, in turn, reflects the persuasive and
idiosyncratic use of metaphors in Pindi¢’s discourse (Silaski and Radi¢-Bojani¢ 2010: 631). Silaski
(2009) analyzed unconventional metaphors based on metonymy, found in the headlines of sports
newspapers. The analysis showed that although mostly unconventional, the identified metaphors were
still “based on several conventional conceptual metaphors, particularly those that refer to the ways
VICTORY and DEFEAT in sports competition are conceptualized” (Silaski 2009: 65).

In addition to the dominant, WAR, JOURNEY, and SPORTS metaphors addressed in previous
studies, Purovi¢ and Silaski (2010) analyzed the use of MARRIAGE metaphors in the Serbian political
discourse. In addition to the overarching metaphor THE POLITICAL COALITION IS A MARRIAGE, the

authors were also able to identify the following, more specific mappings: POLITICAL NEGOTIATIONS
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ARE COURTING, STIPULATING THE DIVISION OF POWER IN THE FUTURE COALITION IS A PRENUPTIAL
AGREEMENT, THE PARTY’S ELECTORATE AND ITS IDEOLOGICAL VALUES ARE DOWRY, SIGNING THE
COALITION CONTRACT IS A WEDDING CEREMONY, (FORMING) THE POLITICAL COALITION IS A MARRIAGE,
THE POLITICAL COALITION IS A MARRIAGE OF CONVENIENCE, THE POLITICAL COALITION IS A FORCED
MARRIAGE, A BAD COALITION IS A BAD MARRIAGE, A POLITICAL PARTY THAT IS NECESSARY SO AS TO
FORM THE RULING COALITION IS A MARRIAGEABLE GIRL, THE STRONGEST POLITICAL PARTY TO FORM
THE COALITION IS AN ELIGIBLE YOUNG MAN, HAVING CONTROL OF FORCE IS UP, THE POLITICAL
COALITION IS AN OPEN MARRIAGE, STRIKING DEALS WITH NON-COALITION PARTIES IS MARITAL
INFIDELITY, and A BREAK-UP IF THE COALITION IS A DIVORCE. Overall, the authors concluded “that the
given political discourse rests on several dichotomies such as male versus female, strong versus weak,
big versus small, underlying the traditional gender division” (Purovi¢ and Silaski 2010: 257).
Purovi¢ and Silaski (2018) analyzed the use of the MARRIED PARTNERS metaphor in the discourse
about Brexit. The study showed that the metaphorical scenario afforded by this metaphor served as a
potent rhetorical tool, and that such metaphorical structuring was quite frequent.

Figar (2013a, 2014a) explored the structure, function, and the emotional appeal of conceptual
metaphors in the political discourse of daily newspapers. The analysis revealed a high frequency of
CONFLICT and JOURNEY metaphors. One of the more significant findings obtained from the analyses
in the domain of conceptual blending includes recursive conceptual patterns of emergent structures
(Figar 2013a: 86). Additionally, the questionnaire-based section of the studies revealed a certain
degree of activation for both CONFLICT and JOURNEY metaphors, measured through affect (valence
and arousal) and positive and negative emotion concepts. Figar (2014b) conducted a corpus-based
study of the Serbian political discourse of daily newspapers, following a similar methodology used
in Figar (2013a). The results showed a high frequency of CONFLICT and SPORT metaphors.
Additionally, the analyses in the domain of conceptual blending revealed the importance of the
mechanism of compression. Figar (2013b) compared the use of conceptual metaphors in the political
discourse of Serbian and American daily newspapers. The analysis revealed a high frequency of WAR,
JOURNEY, SPORT, and CONTAINMENT metaphors in both sections of the corpus. The author concluded
that these conceptualizations are typically used to promote and establish specific points of view and

systems of values.
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2.5.2 METAPHOR IN PSYCHOLINGUISTICS

In their review of research dealing with the main approaches to metaphor comprehension,
Holyoak and Stamenkovi¢ (2018) distinguish between three main theoretical positions. These include
theories in which metaphor comprehension is based on the following mechanisms, respectively: (i)
analogy, (ii) categorization, and (iii) conceptual mapping (Holyoak and Stamenkovi¢ 2018: 642). In
the remainder of the present section, we address each of these positions in more detail. This is
followed by the overview of the most relevant dimensions for metaphor comprehension identified in
previous research in the domain of psycholinguistics. Questionnaires used for the norming of the
stimuli included in the experiments in the present study (sections 4 and 5) included some of the
relevant dimensions discussed in the latter overview. The next section (section 2.6) provides a

comprehensive overview of studies dealing with the role of context in metaphor comprehension.

2.5.2.1 ANALOGY VIEW

Analogical reasoning is understood as “the ability to find and exploit similarities based on
relations® among entities, rather than solely on the entities themselves (Holyoak and Stamenkovi¢
2018: 645). Additionally, analogy “conveys a system of connected knowledge, not a mere assortment
of independent facts” (Gentner 1983: 162). The import of analogy is also reflected in its potential to
“be used to guide reasoning, to generate conjectures about an unfamiliar domain, or to generalize
several experiences into an abstract schema” (Falkenheiner, Forbus, and Gentner 1989: 1). The main
positions advocating the role of analogy in metaphor processing include the domain-interaction view
(Tourangeau and Sternberg 1981, 1982; Sternberg and Nigro 1983; Trick and Katz 1986; Kelly and
Keil 1987), the structure mapping view (Gentner 1983), and the career of metaphor hypothesis
(Bowdle and Gentner 1999, 2005). We will focus most of our attention on the domain-interaction
view, as it will be the most relevant for the discussion of results obtained in Experiments 1-4 (section
4 below).

Tourangeau and Sternberg (1982) proposed a novel approach to metaphor interpretation,
identified as the domain-interaction view. Building on the previous theories that include the
comparison view, the anomaly view, and the interactive view, the authors introduced an approach

that circumvents most of the difficulties present in the previous frameworks®’. More specifically, the

% Qriginal emphasis.
37 For a detailed overview of the previous approaches to metaphor interpretation see Tourangeau and Sternberg (1982:
205-214).
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domains-interaction theory “is based on the notion that metaphors are implicit analogies, and that
metaphor processing proceeds in a manner similar to that observed in processing analogies” (Trick
and Katz 1986: 186). In short, the domain-interaction view proposes the following: (i) metaphor
involves seeing an item from the tenor domain as a function of an item from the vehicle domain; (ii)
features specific to one domain need to be transformed in order to facilitate the identification of
correspondences between domains; (iii) as metaphor actually transforms the relevant features in a
domain, an entire domain is involved in interaction; (iv) specific features or dimensions are
foregrounded as relevant for metaphor interpretation either by the context within which the metaphor
is situated, or by the structure of the domains; and (v) domains pose as a constraint regarding how
features or dimensions from the vehicle can be transformed in order to be accommodated to the tenor
(Tourangeau and Sternberg 1982: 217).

Tourangeau and Sternberg (1982: 215) acknowledge that most metaphors appear in either
linguistic or situational context, and “this context can determine the relevant domains” that the tenor
and vehicle concepts typically activate. Additionally, Tourangeau and Sternberg (1982) understand
the domains as flexible constructs, sometimes referring to an entire category. They propose “that
concepts — and the features, dimensions, and semantic relations that characterize them — cluster into
domains” (Tourangeau and Sternberg 1982: 215), and domains can even include the entire category.
In their framework, domains have a dual role: (i) firstly, they select the features or dimensions
relevant for metaphor interpretation, and (i1) secondly, they “determine the nature and degree of the
parallel that is constructed between tenor and vehicle” (Tourangeau and Sternberg 1982: 216). In
plain terms, domains serve as a filter that allows us to identify only those characteristics of tenors and
vehicles that are directly relevant for metaphor interpretation. The selection of relevant features can
also be facilitated by the context in which the metaphor appears.

Firstly, the relevant features between two domains can be linked by analogy (which is in line
with Black 1962). Additionally, Tourangeau and Sternberg (1982: 219) propose that one way to
identify the analogical links between features is their mutual relatedness through an intermediary
feature which is more abstract. What needs to be emphasized is the fact that the focus is placed on
the abstract nature of specific features, not the entire domains activated be the metaphor. Another
way for establishing analogies between features is the natural association. Namely, features or
dimensions can be statistically related, and “this correlation in our experience may be the basis for
seeing the two dimensions as corresponding” (Tourangeau and Sternberg 1982: 219). Tourangeau
and Sternberg (1982: 219-221) also propose four additional mechanisms that can facilitate the
identification of analogies between features or dimensions from the domains in a metaphor, and these

include the following: (i) features or dimensions might “map onto a common absolute dimension”

161



(Tourangeau and Sternberg 1982: 219); (ii) features or dimension may be linked by a common label;
(ii1) they can be related by “a mediating dimension in a third domain” (Tourangeau and Sternberg
1982: 221); and (iv) structures of the concepts can be similar®,

Metaphor interpretation in the domains-interaction view assumes a number of steps. Based on
the example that involves the completion of a sentence “A lion among beasts is a king among (a)
rulers, (b) humans” (Tourangeau and Sternberg 1982: 222), the authors propose the following steps:
(i) encoding of the topic and vehicle concepts, which can also entail the activation of relevant
attributes; (ii) inference (where a lion is seen as a beast); (iii) “mapping of the higher-order relation
that links a lion in its domain to a king in his domain” (Tourangeau and Sternberg 1982: 222), where
these relations are highly salient in each of the two respective domains; (iv) application of the
activated inferences in order to create an ideal completion of the sentence in our example; (V)
comparison of the ideal completion to the two offered alternatives in our example; (vi) justification;
and (vii) response. These steps are based on Sternberg’s (1977) theory of analogical reasoning;
however, although Tourangeau and Sternberg (1982) argue that the processes are similar, one
important difference refers to the interaction of domains that appears to be reserved for metaphors.

Another important point highlighted in Tourangeau and Sternberg (1982) has to do with
metaphor aptness. Namely, the authors highlight two important sources of similarity between tenor
and vehicle concepts. The first involves within-domains similarity, which entails “the extent to which
tenor and vehicle occupy similar ‘relative positions’ within their respective domains” (Tourangeau
and Sternberg 1982: 225). The second involves between-domains similarities, which refers to the
degree of resemblance between the domains taken as wholes. Tourangeau and Sternberg (1982: 225)
also argue that the two sources of similarity impose opposite effects on metaphor aptness. In their
view, aptness is facilitated by more precise correspondences between tenors and vehicles, coupled
with greater between-domains distance. However, if the between-domains distance is too great, both
comprehensibility and aptness are reduced. In other words, Tourangeau and Sternberg (1982: 226)
argue that “the extent of parallels created between tenor and vehicle is positively related to the aptness
of the metaphor and that the similarity of the domains themselves is negatively related.”

Sternberg and Nigro (1983) conducted two experiments in which they compared metaphorical
and analogical processing, as well as the importance and relationship between metaphor
comprehensibility and aptness. The first experiment showed a high level of similarity between the
processing for metaphors and analogies. However, the stimuli included only proportional metaphors,
in a cued recall paradigm, with response times as the dependent variable. Namely, participants were

presented with incomplete statements, and their task was to choose a more suitable completion from

38 Tourangeau and Sternberg (1982: 219) assume that the structure of concepts is based on semantic networks.
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the two offered alternatives (e.g., The moon in the sky us galleon in the (a) sea, (b) bath; Sternberg
and Nigro 1983: 24). As the authors emphasize, such conditions did not reflect actual instances of
language use.

In the second experiment, participants were asked to rate the target metaphorical expressions
for aptness and comprehensibility on 9-point Likert-scales. The results showed that aptness and
comprehensibility increase if “more terms of the underlying analogy are made explicit, and when the
nature of tenor-vehicle interaction is more strongly asserted” (Sternberg and Nigro 1983: 34).
Moreover, the results also suggested that the comprehension and appreciation of metaphors also
included the appreciation of interaction between the tenor and vehicle, which is not typically found
in the processing of analogies. Tenor-vehicle interaction occurs “when the semantic subspace
containing the tenor of a metaphor is mentally superimposed upon the semantic subspace containing
the vehicle” (Sternberg and Nigro 1983: 36). Consequently, such interaction between domains affords
the understanding of the tenor as the function of the corresponding vehicle. Finally, the authors also
stress the role of imagery, which they see as a necessary component of the theoretical framework.

The authors also managed to identify some of the possible factors that can affect metaphor
comprehensibility and aptness. These include (but are not limited to) the following: (i) higher aptness
is associated with a higher degree of comprehensibility; (ii) “the degree of correspondence between
locations of words in their respective semantic subspaces” (Sternberg and Nigro 1983: 36); (iii)
distances between the given subspaces; (iv) how much information is available regarding the analogy
on which the metaphor is based; and (v) the quality of interaction between the tenor and vehicle
(Sternberg and Nigro 1983: 36).

Tourangeau and Sternberg (1981) conducted two experiments in which they explored the
relationship of metaphor aptness and comprehensibility, and the effects of within- and between-
domains similarity. Namely, within-domain similarity pertains to “the degree to which terms occupy
similar positions relative to other members of their class,” whereas between-domain similarity refers
to the “degree to which the classes resemble each other” (Tourangeau and Sternberg 1981: 31). In the
first experiment, participants rated either metaphor aptness or metaphor comprehensibility.
Experiment 1A involved the rating of metaphors along four scales: good — bad, apt — inapt, interesting
— dull, and like — dislike. In Experiment 1B, ratings were performed on two scales: hard — easy
(referring to how easy it was to understand a metaphor) and slow — fast (referring to how quickly a
metaphor could be understood) (Tourangeau and Sternberg 1981: 39). Results obtained in Experiment
1A showed a high degree of interrelatedness between the four scales, and they were combined into a
single scale dubbed quality. As predicted by the domains-interaction model, the quality of metaphors

decreased with the increase of the distance between tenors and vehicles. The quality of metaphors
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increased when the distance between domains increased (Tourangeau and Sternberg 1981: 40).
Comprehensibility, on the other hand, did not seem to be affected by distance. After performing
additional exploratory analyses, it was determined that comprehensibility could be related to the
variability of the tenor. A relationship between the variability of the vehicle and comprehensibility
could not be identified. Overall, metaphor comprehensibility, within-domains distance, and between-
domains distance “predicted most of the reliable variation in the metaphor’s quality” (Tourangeau
and Sternberg 1981: 43).

In the second experiment, participants “ranked vehicles as ways to complete a metaphor”
(Tourangeau and Sternberg 1981: 35). In Experiment 2A, all of the offered alternatives were taken
from the same domain (e.g., “A crab isa ___ among sea creatures; (a) tiger, (b) horse, (c)
mongoose, (d) rat; ” Tourangeau and Sternberg 1981: 46). In Experiment 2B, the alternatives were
taken from four randomly selected domains (e.g., “Awolfisa___ among animals; (a) birds, (b)
ships, (c) sea creatures, (d) U.S. historical figures; ” Tourangeau and Sternberg 1981: 46). The results
of qualitative analysis from both experiments showed that “the rank within-domain distance of a
vehicle related significantly to its popularity and, where comparison is possible, it related more
strongly to popularity than either between-domain or overall distance” (Tourangeau and Sternberg
1981: 47). Additionally, in Experiment 2B (where within-domains similarity was not confounded by
the overall similarity) “the overall similarity of a vehicle did not relate to its chances of being picked
as the best way to complete a metaphor” (Tourangeau and Sternberg 1981: 50).

Overall, the study offered conclusive support for the initial prediction that there would be a
negative correlation between aptness and within-domains distance. This is supported by the negative
correlations recorded in the first experiment, and also negative correlations in the second experiment
“between the rank within-domain distance and the rank popularity of a vehicle” (Tourangeau and
Sternberg 1981: 50). Additionally, the second experiment also showed that the within-domains
distance between the tenor and vehicle was not the only predictor of aptness. The other prediction,
according to which there should be a positive correlation between aptness and between-domains
distance, was only partially supported. The first experiment did in fact show positive correlations, but
none of them were strong. In Experiment 2B “rank between-domain distance did not correlate with
rank popularity; nor did it afford more quantitative predictions of the ranking of the vehicles in a set”
(Tourangeau and Sternberg 1981: 50).

Trick and Katz (1986) further explored the plausibility of the domains-interaction approach,
and they also included the criterion of individual differences. In terms of interaction effects, Trick
and Katz managed to replicate the results obtained in Tourangeau and Sternberg (1981). Namely,

“greater within-domains distance was related to greater difficulty with metaphor interpretation”

164



(Trick and Katz 1986: 202), whereas smaller within-domains distance afforded greater appreciation
than higher within-domains distance. The effect of greater between-domain distance was also in line
with the predictions of the domains-interaction model to the extent that greater between-domains
distance yielded higher ratings of aptness and likability. The study also revealed a discrepancy
between the obtained results and the predictions outlined in Tourangeau and Sternberg (1981).
Namely, while the domains-interaction model predicts a negative correlation between
comprehensibility and between-domains distance (Trick and Katz 1986: 202), the results showed an
opposite trend, i.e., positive correlations. In other words, greater comprehensibility was associated
with greater distances between domains. The study also provided reliable results for the role of
analogic reasoning in metaphor interpretation. Namely, participants who scored higher in the analogic
reasoning tests were “more responsive to between-domain distance when making comprehension and
aptness ratings” (Trick and Katz 1986: 203). On the other hand, with metaphors that had different
within-domains factors, analogic reasoning ability did not prove to be as important.

Kelly and Keil (1987) conducted an experiment in which they tested whether metaphor
comprehension would affect similarities between concepts that belong to the semantic domains
related by a metaphor, but which were not explicitly mentioned in the metaphor. Experimental stimuli
included metaphors of the form “The (tenor) is the (vehicle) of the (tenor’s domain)” (Kelly and Keil
1987: 37). The results showed that concepts which would create appropriate metaphors had higher
similarity. In other words, metaphor comprehension led to an increase in similarity between concepts
which belonged to the same domains as the corresponding tenors and vehicles, i.e., “those that would
have formed appropriate metaphors, but were never overtly related as such” (Kelly and Keil 1987:
46). On the other hand, with concepts that would form inappropriate metaphors similarity was lower
“as a result of experiencing appropriate metaphors juxtaposing their domains” (Kelly and Keil 1987:
46). Finally, the experiment also showed an asymmetry between tenor and vehicle movement both
for terms that were explicitly coded in metaphors, and for terms that were not explicitly coded.
Specifically, terms belonging to the tenor domain demonstrated greater movement compared to those
from the vehicle domain. Kelly and Keil (1987) argued that the obtained results offered support for
the domains-interaction view.

Kelly and Keil (1987) also offer three main conclusions: (i) metaphor comprehension actually
affords the activation of and access to broader domain structures based on the specific lexical items
that appear in metaphorical expressions, and which belong to the corresponding domains. In relation
to the section of the theoretical framework dealing with frames, ICMs, and domains discussed above
(see section 2 for details), we argue that these findings also offer experimental support for the

encyclopedic view of meaning. Under this view, individual lexical items are understood as access
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points to broader knowledge structures (e.g., Langacker 1987; Fillmore 1982). In other words,
individual words afford access to entire frame structures; (ii) metaphor comprehension affords the
restructuring of conceptual domains that partake in the interaction; and (iii) the tenor domain
undergoes greater restructuring compared to the vehicle, rendering the process asymmetrical. In
relation to the final conclusion, we hypothesize that the higher level of activity proposed for the tenor
domain should also afford a greater degree of activation of this domain. We test this hypothesis in
Experiments 1-4 (see section 4).

Gentner (1983: 168) formulated the structure-mapping theory that “describes the implicit
interpretation rules of analogy.” The emphasis is placed on the mappings of relations between objects
rather than between attributes, in the direction from base to target. The mappings are in line with the
systematicity claim, where ‘“a predicate that belongs to a mappable system of mutually
interconnecting relationships is more likely to be imported into the target than is an isolated predicate”
(Gentner 1983: 163). These predicates are organized hierarchically, and predicates higher in the
hierarchy impose relationships for predicates lower in the hierarchy. The backbone of the theory
resides in the notion that “an analogy is an assertion that a relational structure that normally applies
in one domain can be applied in another domain” (Gentner 1983: 156). The most important aspect of
this theory is that it affords the identification of differences between literal similarity statements and
analogies. The main assumptions that the theory is based on include the following: (i) situations and
domains are understood as systems of objects; (i) “knowledge is represented here as propositional
networks of nodes and predicates;” (iii) important distinctions are made between relationships and
object attributes, and higher- and lower-order predicates; (iv) the representations “are intended to
reflect the way people construe a situation, rather than what is logically possible” (Gentner 1983:
156-157).

More specifically, within this framework understanding a complex situation entails “both
attributes of individual objects and relations between objects” (Holyoak and Stamenkovi¢ 2018: 645).
Namely, both base and target belong to more elaborate structures (organized hierarchically and
schematically); i.e., they belong to specific semantic frames. The structure-mapping theory was tested
in an algorithm dubbed the structure mapping engine (Falkenheiner, Forbus, and Gentner 1989),
which affords the identification of both base and target even when the representation includes
elements that are not relevant (Holyoak and Stamenkovi¢ 2018: 645). The structure mapping engine
takes into account the constraints proposed by Gentner (1983) and it “provides a “tool kit” for
building matches that satisfy the structural consistency constraint” (Falkenheiner, Forbus, and
Gentner 1989: 2) of the theory. Namely, based on the descriptions of the base and target, the structure

mapping engine creates global mappings that include: (i) correspondences, (ii) candidate inferences,
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and (iii) structural evaluations score (Falkenheiner, Forbus, and Gentner 1989: 12). Overall, the
algorithm is based on the alignment between the base and target, which affords the identification of
maximal consistent subgraphs with the source and target that yield a one-to-one isomorphic mapping
between one another” (Holyoak and Stamenkovi¢ 2018: 645). The algorithm provided empirical
support for Gentner’s theory.

Bowdle and Gentner (2005) developed the career of metaphor hypothesis that builds on the
ideas of categorization models and the structure mapping theory. Similar to categorization models,
the career of metaphor hypothesis suggests that metaphor comprehension entails the construction of
metaphoric categories “in the form of abstract relational schemas” (Bowdle and Gentner 2005: 198).
Yet, these metaphoric categories are not constructed based on the metaphor base alone, but on the
common elements of both base and target, i.e., on the metaphor ground. Another distinction has to
do with metaphor conventionality. Namely, the career of metaphor predicts differences in processing
between novel and conventional (i.e., entrenched) metaphors. Namely, “novel metaphors® involve
base terms that refer to a domain-specific concept but are not (yet) associated with a domain-general
category” (Bowdle and Gentner 2005: 199). Consequently, novel metaphors should be processed via
comparison and property matching. With entrenched metaphors, “conventional base terms are
polysemous, with the literal and metaphoric meanings semantically linked because of their similarity”
(Bowdle and Gentner 2005: 199). Moreover, with the increase in the degree of entrenchment, Bowdle
and Gentner (2005) predict a shift in processing, to the extent that more entrenched metaphors will
be processes via categorization models.

In Experiment 1, Bowdle and Gentner (2005) presented the participants with metaphors in the
simile form, and metaphor form. The main task was to rate how natural each of the target statements
was (using 10-pint Likert scales). The stimuli had undergone an initial norming concerning the level
of conventionality. The results showed that metaphor forms received higher ratings for entrenched
metaphors, whereas the simile forms were more preferable for novel metaphors. In Experiment 2 the
researchers measured participants’ comprehension times in different experimental conditions. The
participants were instructed to read the target sentence, and signal once they had understood it
completely; after that, they were asked to input their interpretation of the sentence. The results showed
longer response times for novel metaphors compared to literal statements. On the other hand, response
times recorded for conventional metaphors did not differ from response times recorded for literal
statements. In Experiment 3, Bowdle and Gentner (2005) tried to simulate the conventionalization of
metaphors by repeatedly exposing participants to novel similes. The obtained results were again in

line with the initial predictions — “metaphoric categories are derived as a consequence of comparing

% Original emphasis.
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the target and base of a novel figurative statement, which in turn allows for a shift toward
categorization processing as the base term is conventionalized” (Bowdle and Gentner 2005: 208).
However, Glucksberg and Haught (2006a, 2006b) obtained evidence to the contrary. Namely,
Glucksberg and Haught (2006a: 937) found that even novel metaphors that are highly apt, can be
processed via categorization mechanisms. Glucksberg and Haught (2006b: 373) concluded that
novelty (i.e., the degree of entrenchment) could not be understood as the only determinant of the
manner in which a metaphor would be processed. Also, Jones and Estes (2006) explored the effects
of aptness and conventionality and found that aptness served as a far better predictor for

comprehension speed, topic’s membership in the category, and metaphor-simile preference.

2.5.2.2 CATEGORIZATION VIEW

The categorization view sees metaphors as category statements, and it “assumes that metaphor
comprehension operates on a comparison of the two individual concepts alone” (Holyoak and
Stamenkovi¢ 2018: 646). Under this view, metaphors involve dual reference to the extent that “the
base term refers simultaneously to a specific literal concept and a general metaphoric category”
(Bowdle and Gentner 2005: 195). The main idea is that the base affords the construction of an abstract
category, and the target is then included within that category. What needs to be emphasized is that
the central idea is that “the base concept of a metaphor elicits a metaphoric category without input
from the target and that this abstraction provides the gist of the expression” (Bowdle and Gentner
2005: 195). The initial model was proposed by Glucksberg and Keysar (1990), while Glucksberg,
McGlone, and Manfredi (1997) introduced the interactive property attribution model which accounts
for the impact of the target domain as well. Namely, within this model base and target interact, and
“metaphor targets provide information about what types of properties they can meaningfully inherit
and therefore about what types of categories they can meaningfully belong to” (Bowdle and Gentner
2005: 195). In the remainder of this section, we review the most important findings presented in
Glucksberg and Keysar (1990), Glucksberg, McGlone, and Manfredi (1997), and McGlone and
Manfredi (2001).

Glucksberg and Keysar (1990) understand metaphors as irreversible class-inclusion
statements. For instance, in a statement “My job is a jail,” the vehicle jail is understood to activate a
superordinate category that presumably refers to some unpleasant or confining spaces. Also, jail is
the member of that superordinate category. If used metaphorically, the vehicle is understood to refer
“to a type of thing, whereas used literally it refers to an actual token” (Glucksberg and Keysar 1990:

8). Vehicles are also susceptible to the effects of goals and contexts, licensed by the family
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resemblances between multiple versions of the vehicle. When instantiated in different situations,
concepts in general “can generate goal- and context-specific similarity relations among members of
a category” (Glucksberg and Keysar 1990: 9). However, the metaphor topic is not static in this
process, insofar as “[w]hen a newly created category is used to attribute a set of properties to the topic
of a metaphor, these properties will be partly contingent on the nature of the topic” (Glucksberg and
Keysar 1990: 9). In plain terms, the topic should restrict the range of inferences applicable in the
metaphorical class-inclusion statement.

What licenses the construction of resemblances between any two concepts is always
dependent on the context. Metaphor topic and context work in concert to afford the selection of the
relevant properties of the metaphorical category. As a result of categorization, both vehicle and topic
are transformed to a certain extent — the vehicle refers to a metaphorical category of which it is also
a member, while the topic adopts “the complex of properties entailed by membership in that category”
(Glucksberg and Keysar 1990: 11). What also needs to be emphasized is that the similarity between
category members is actually afforded by categorization, it does not license categorization
(Glucksberg and Keysar 1990: 11).

One of the most important factors in this framework is the degree of prototypicality of the
vehicle, insofar as the vehicle affords the construction of the category. Glucksberg and Keysar (1990:
14) see metaphorical categories as a special case of ad hoc categories, which also have graded
structure. Also, aptness can be conditioned by the level of typicality of the vehicle. Overall,
“prototypical members of ad hoc metaphorical categories should produce highly comprehensible and
apt metaphors” (Glucksberg and Keysar 1990: 14). Glucksberg and Keysar (1990: 15) argue that the
conceptual structure that provides the scaffolding for conceptual metaphors as proposed by Lakoff
and Johnson (2003[1980b]) is not required when metaphors are viewed in a communicative context.
Conceptual structure might come to bear in situations where it is contextually relevant, “yet this
structure does not need to be metaphorical” (Glucksberg and Keysar 1990: 15).

Glucksberg, McGlone, and Manfredi (1997) also argued that the property attribution process
is a more likely mechanism to facilitate metaphor comprehension than property matching proposed
by other metaphor theorists (e.g., Ortony 1979). One of the main difficulties with the former approach
is that it cannot account for the new properties that comprise the altered representation of the topic
via the mechanism of property-matching. Glucksberg, McGlone, and Manfredi (1997) also argue that
metaphors should be irreversible, and that “the topic and vehicle concepts make very different, albeit
interactive, contributions to metaphor meaning” (Glucksberg, McGlone, and Manfredi 1997: 52). The

topic is understood to constrain the selection of applicable properties offered by the vehicle; in effect,
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this reveals the interactive role of topic and vehicle domains reminiscent of Black’s (1962) interaction
model.

Glucksberg, McGlone, and Manfredi (1997) conducted two experiments in which they tested
the above listed predictions. In Experiment 1, they tested whether metaphors are indeed irreversible.
The stimuli included metaphors, similes, literal similarity statements, and reversed order statements
(e.g., my marriage was an icebox was reversed as my icebox was a marriage, and an icebox was my
marriage; Glucksberg, McGlone, and Manfredi 1997: 54). Participants rated all stimuli for
sensicality, on 8-point Likert scales (0-7). If a target item received a rating of 1 or more, participants
were asked to provide a paraphrase. The paraphrases were subsequently classified according to
acceptability, and then into one of the following categories: uninterpretable, less meaningful, re-
reversals, or new ground (Glucksberg, McGlone, and Manfredi 1997: 55). The results showed that
metaphorical statements were less meaningful “when reversed, while the literal comparisons remain
relatively unaffected” (Glucksberg, McGlone, and Manfredi 1997: 56). The analysis of the collected
paraphrases showed that metaphors were almost completely unacceptable when reversed, whereas a
high percentage of literal statements was acceptable. Additionally, Glucksberg, McGlone, and
Manfredi (1997: 56) concluded that “reversed metaphoric statements are not perceived as merely less
meaningful, but instead as either not meaningful at all or meaningful in a completely different way.”

In Experiment 2, the researchers tested the informativeness of topics and vehicles, i.e., the
independent interactive contributions of topics and vehicles. After the initial norming procedures,
Glucksberg, McGlone, and Manfredi (1997) compiled a list of target metaphorical sentences with
high- and low-constraint topics, and ambiguous and unambiguous vehicles. They aimed to construct
metaphors that could be easily comprehensible without context. Primes were constructed so that
either topics (in topic constraints conditions) or vehicles (in vehicle ambiguity conditions) were
replaced by asterisks (e.g., Some jobs are ***** or Some ***** gre viruses). The dependent variable
of interest was reading comprehension time. After the main experiment, participants were asked to
complete a list of ten metaphors (with missing topics of vehicles) used in the experiment. The results
revealed the import of both topic constraints and vehicle ambiguity. Additionally, there was a more
specific hypothesis according to which the “level of constraint is not an important characteristic of
vehicles, and that ambiguity is not an important characteristic of metaphoric topics” (Glucksberg,
McGlone, and Manfredi 1997: 62). Finally, they did not manage to replicate the facilitation afforded
by metaphorical primes reported in Genter and Wolff (1997). In fact, Glucksberg, McGlone, and
Manfredi (1997) managed to identify such facilitation only with unambiguous vehicles and high-
constraint topics. They propose that high-constraint topics and unambiguous vehicles created fewer

expectancies compared to low-constraint topics and ambiguous vehicles. Finally, Glucksberg,
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McGlone, and Manfredi (1997: 63) argued that the obtained results reflect “the role-specific
contributions that topics and vehicles made to metaphor meaning overall.”

McGlone and Manfredi (2001) also see metaphor interpretation as a property—attribution
process. McGlone and Manfredi (2001: 1210) propose that “metaphors assert the membership of the
topic in a category that is exemplified and named by the vehicle,” which suggests that the topic (i.e.,
source) and vehicle (i.e., target) influence the process of metaphor comprehension differently.
Namely, the source domain affords a list of properties attributable to the target domain, while the
target domain contains the relevant dimensions to which the relevant properties can be attributed.
Additionally, the source typically refers “to a higher level of abstraction” (McGlone and Manfredi
2001: 1211) compared to the target, and the superordinate category that the vehicle activates can also
include the topic as a member.

The experiment involved three priming conditions, and priming was conducted via sentences
presented visually. Priming sentences were designed to represent (i) only the topic or vehicle concept,
(i) properties that were relevant to the ground of one concept, and (iii) properties that were irrelevant
to the ground of one concept. Baseline primes were also included as a control condition. Priming
sentences were constructed based on each target metaphor. For instance, for the metaphor “Some
lawyers are sharks, ” the first type of primes was presented as “Some lawyers are ****” (by replacing
the vehicle concept), or “Some **** are sharks” (by replacing the topic concept). The second type
of primes is instantiated by sentences “Lawyers can be ruthless” and “Sharks can be ruthless.”
Finally, the third type of primes included sentences like “Lawyers can be married” and “Sharks can
be blue,” where irrelevant properties are ascribed to topic and vehicle concepts, respectively. In
baseline primes, topic and vehicle concepts were replaced by asterisks (e.g., Some **** gre ****),
The dependent variable of interest was reading time measured from the onset of the target metaphor,
until participants acknowledged that they completely understood it by proceeding to the next prime-
target pair.

The obtained results showed that the first two types of primes facilitated the comprehension
of target metaphors. This also supports the idea that even though they contribute to metaphor
comprehension in different ways, both topic and vehicle concepts offer equally important
contributions to the process. With the third type of primes, the results showed facilitation only for
ground-irrelevant properties of the topic. Facilitation for primes that attributed ground-irrelevant
properties for vehicles could not be identified, and this is explained by the fact that these primes
activated inappropriate literal meanings of vehicle concepts. Moreover, such findings suggest that the
suppression mechanism proposed in the structure building framework (Gernsbacher 1997) seems to

have facilitated the elimination of the irrelevant information. An important confound was also the
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level of metaphor conventionality, insofar as the results from previous research showed that, with
conventional conceptualizations, metaphorical meaning is retrieved, whereas with unconventional
conceptualizations it appears to be constructed (Wolff and Gentner 2000). Similarly, McGlone and
Manfredi (2001:1214-1215) found that primes containing only the vehicle concept or properties

relevant to the ground showed greater facilitation for more conventional vehicles.

2.5.2.3 CONCEPTUAL MAPPING VIEW

The conceptual mapping view actually represents the psycholinguistic line of research related
to conceptual metaphor theory (CMT). The main tenets of CMT have been outline above. In the
present section we discuss some of the relevant psycholinguistic studies that offer support for the
existence of cross-domain mappings. Some additional studies (e.g., Thibodeau and Durgin 2008;
Nayak and Gibbs 1990; Gong and Ahrens 2007) in favor of this view are also discussed in section
2.6 dealing with metaphor and context.

Wilson and Gibbs (2007) conducted two experiments in which they showed that performing
or imagining a bodily movement facilitated participants’ comprehension of subsequently represented
(congruent) metaphorical language. On the other hand, performing or imagining an incongruent
bodily movement demonstrated inhibitory effects. Consequently, building on the assumption that
metaphorical actions (e.g., chew on the idea) are based on the actual embodied experience with the
world, Wilson and Gibbs (2007: 728) concluded “that performing an action, or merely imagining
performing an action, facilitates comprehension of metaphorical phrases related to those actions.”

Zwaan and Taylor (2006: 8) conducted a study in which they explored (i) whether visual
information “would produce motor resonance during the comprehension of action sentences,” and
(i) how motor resonance is modulated during online comprehension. In the first experiment the
researchers explored the potential connection between manual and visual rotation. The obtained
results showed that manual rotation was affected by visual rotation, and the results also supported
“the hypothesis that observing visual rotation produces motor resonance” (Zwaan and Taylor 2006:
4). The third experiment showed “that a visual stimulus interacts with the comprehension of sentences
describing manual actions” (Zwaan and Taylor 2006: 5). Namely, sentences describing manual
rotation were more easily understood when the accompanying visual representation showed the
rotation in the same direction as described in the sentence. In cases where the visual rotation and the
rotation described in the corresponding sentence were incongruous, such facilitation could not be
identified. In effect, this suggests that “language processing may recruit motor processes in the global

sense” (Zwaan and Taylor 2006: 5). The remaining experiments revealed the modulation of motor
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resonance through linguistic input, which is “an immediate and local affair” (Zwaan and Taylor 2006:
8). These results have clear implications for theories of mental simulation and embodied cognition.

Gibbs and Ferreira (2011) offer empirical evidence that attest to the psychological reality of
conceptual metaphors as understood under the conceptual mapping view. To reiterate once again, this
view holds that the plethora of metaphorical expressions identified in various corpora are licensed by
the underlying conceptual mappings — i.e., conceptual metaphors. Specifically, Gibbs and Ferreira
(2011) explored participants’ awareness of the entailments and implications activated by the
presumed metaphorical mappings. For instance, the metaphorical expression “I am starved for
affection” 1s sanctioned by the conceptual mapping LOVE IS NUTRIENT, and it entails that “the hungry
person is the person who desires love” (Gibbs and Ferreira 2011: 229). Gibbs and Ferreira (2011)
used such metaphorical expressions to explore whether participants could recognize the specific
entailments arising from the conceptual metaphor associated to the given metaphorical expression.
Results of their exploratory study showed that participants were able to identify potential entailments,
and the underlying conceptualization could be used as a predictor of this (Gibbs and Ferreira 2011:
229-231). However, the researchers stress the fact that these results might be biased by the
experimental setup where the participants’ attention was directed to the possible entailments; in turn,
the results need not reflect the actual processes involved in online meaning construction.

Gibbs et al. (1997) explored the relationship between idiomatic expressions and the
underlying conceptual mappings on which idioms are presumably grounded. Specifically, online
idiom comprehension was tested in a priming paradigm. In the first experiment, the participants were
engaged in a self-paced reading task, followed by a lexical decision task. Namely, participants were
presented with short stories, one line at a time, and the stories ended with (i) idiomatic expressions,
(i) paraphrases of the idiomatic expression, or (iii) control stimuli. This was followed by a lexical
decision task. The rationale was that if an idiomatic expression triggers a conceptual mapping, then
participants should be faster to respond to target words related to idioms (e.g., heat, corresponding to
the idiom blow your stick, Gibbs et al. 1997: 143). The results obtained from this experiment showed
the expected facilitation in congruent priming conditions; moreover, these effects “[were] not simply
due to activation of the literal meanings of idioms, but [could] be best attributed to the access of
conceptual metaphors” (Gibbs et al. 1997: 147) during online comprehension.

The second experiment contained a similar setup like the first, the only difference being that
“the stories ended in one of two idiomatic phrases, both of which expressed roughly the same
figurative meaning*®” (Gibbs et al. 1997: 147). Targets used in the lexical decision task were either

related or unrelated, where “the related target reflected a conceptual metaphor that motivated only

40 E.g., blew his stack or jumped down his throat (Gibbs et al. 1997: 147).
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one of the idioms” (Gibbs et al. 1997: 148). The obtained results showed that, when reading idiomatic
expressions that are based on different metaphorical mappings, “people do not quickly access the
same metaphorical information” (Gibbs et al. 1997: 150), even if the meanings of the idiomatic
expressions are similar. Overall, the authors concluded that conceptual mappings can be accessed
during online idiom comprehension, but not in all cases. Moreover, idiom comprehension need not
always depend on the activation of the underlying mappings (Gibbs et al. 1997: 149).

Thibodeau and Boroditsky (2011) also offer evidence supporting the conceptual mapping
view. Namely, they conducted a series of five experiments in which they investigated the influence
of metaphors on human reasoning about complex issues and solving social problems. All experiments
were survey-based. The experimental setup included a paragraph with the description of a crime
(where crime was framed metaphorically as either a virus or a beast), followed by target questions
where participants were asked to decide how they would resolve the described issue. Results from all
five experiments showed the influence of metaphorical framing on participants’ reasoning. Such
findings are justified by the fact that metaphorical framings offer structured contexts for
understanding crime, which in turn “influenced the inferences the [the participants] made about the
crime problem, and suggested different causal interventions for solving the problem” (Thibodeau and
Boroditsky 2011: 9), which was aligned with the metaphor that was used to structure the initial
paragraph.

However, Steen, Reijnierse, and Burgers (2013) conducted a follow-up study to Thibodeau
and Boroditsky (2011). They included three important additions compared to the original study: (i) a
control-literal condition, (ii) a measurement of political preference conducted before the main
experiment, and (ii) texts in which the additional elaboration of the initial metaphor was not present
(Steen, Reijnierse, and Burgers 2013: 5-6). The results of the follow-up study did not reveal “effects
of metaphorical frames on policy preference” (Steen, Reijnierse, and Burgers 2013: 20). What is
more, there were no significant differences between literal framing (control condition) and the two
metaphorical framings. In fact, “all three frames worked in the same way, consistently guiding all
participants to a preference for enforcement-oriented policies” (Steen, Reijnierse, and Burgers 2013:
20). These results suggest that the range of contexts in which metaphors can in fact impact reasoning
might be quite narrow, and that the conclusions cannot be extrapolated without detailed investigation.

Casasanto and Boroditsky (2008) explored the possible link between the embodied experience
and mental representations, basing their investigation on the domains of space and time. They
conducted a series of six experiments that did not include any linguistic materials. Overall, the
obtained results “showed that mental representations of duration and displacement are

asymmetrically dependent on one another” (Casasanto and Boroditsky 2008: 591). Additionally, the
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asymmetric tendency between the domains of space and time identified in metaphorical language
(where it is far more common to talk about time in terms of space than vice versa) were also identified
in this study. Namely, “judgments of temporal duration depended on information about spatial extent”
(Casasanto and Boroditsky 2008: 591), but not vice versa. The obtained results also suggest that
abstract concepts might be grounded in our embodied experience of perception and action. The
metaphorical mappings between the domains of space and time also seem to be present “in our more

basic representations of distance and duration” (Casasanto and Boroditsky 2008: 591).

2.5.3 RELEVANT DIMENSIONS IN METAPHOR COMPREHENSION AND THEIR
RELATIONSHIP

In the present section we consider some of the main dimensions relevant for metaphor

comprehension outlined in previous research, which include the following:

= comprehensibility = degree of abstractness of the metaphorically used
= ease of interpretation words

= degree of metaphoricity = conventionality (novel/conventional metaphors)

= metaphor goodness = word length

= aptness = frequency

= property aptness = concreteness

= contextual aptness = pnaturalness

= metaphor imagery = imageability

= subject imagery = figurativeness

predicate imagery

felt familiarity

semantic relatedness

number of interpretations

within- and  between-domain
similarity
within-  and
distance
salience of tenor and vehicle
distinctiveness of tenor and vehicle
relationality
relevance for
interpretation

between-domain

metaphor

valence

valence judgment reaction time

metaphor type (nominal, predicative, locative, and
attributive metaphors)

grammatical class of the target word
sensorimotor characteristics of the target word
syntactic form (of the metaphorical expression)
visual imagery

motion imagery

auditory imagery

property connotativeness (emergent and literal
properties)

As already discussed above, Tourangeau and Sternberg (1981) explored the relationship
between within- and between-domain similarity, and aptness. Based on the obtained results they
reported metaphor aptness to be negatively linked to within-domain distance and positively linked to

between-domain distance. There was no link between metaphor aptness and the overall distance.
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Based on the previous research in the field, Tourangeau and Sternberg (1981) hypothesized that
similarity and aptness could be related in four possible ways: (i) aptness can increase with the increase
in similarity between the tenor and vehicle domain; (ii) aptness can also increase with the decr